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ANNOTATION

This book is a monograph on the statistical theory
of radar. It consists of two volumes. In the first vol-
ume the basic problems of the theory of detection are ex-
pounded, in the second - the problems of radar measure-
ments and several problems on target resolution. Methods
for analysis and synthesis of radar systems are treated,
as are many results and rlles obtained by these methods,
The book is designed for teachers and those acquainted
with the basic aspects of the theories of probability nd
the theories of random processes. The necessary infor-
mation from the theory of statiatival resolution is given
in the book.

The book is intended for scientific workers and en-
gineerso those concerned with radar problems, and also
for post-graduate students and students of correspm Aing
specialities.
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INTRODUCTION

Development of radar technology made neceasar the creation of a theory of

radar, which would establish the basic regularities and unique criteria of quality

*i of radar systems.

This theory, in accordance with the function. performed by any radar $at$ is

statistical. Actualy,, radar- is usod for detection of objects a measure•ent of

- parameters of their motion. The preen6ce or abeence of an objot, as wel. as these

* parmamters,, are random.lieeidea the xrandcrnes. of measured magnitudes there awe

* ~other -causes of the radgae finput radar dat. the raxidonsse of a reflected
- sigal (fluctuation of a sigtnal) And the wza~ttv preec ftoeo te nc

fe"meas. Sueh intorferences can be natural noiaes of receiverso, reflections ftom

narby object, the surface or. the arth ;U4/or bea, az also specially organied

"interfetnees of various fort wemloyed for combat. with systemas of miitary "*to-

mvrit. As a result, the receivd rudar sigtnl le raWom and the radar set reveall -

i the object or usasurin its coorinat-e must roe-eiv those or other staititcal .o-

•a solutims coupled with -he s.ignal iw th5 rWDU&Ub (the resolution flIout the ja

*nos or absence of an object, or about the various value of it. parameter.).
--

* ~The problem of analysis of the quality of rudar work of every givenform to-

"duces to the investigation of razdom processes in it with th-a influinee on the

receiver input of a remds signl 1Mzsd with noises or interferencee.
'4



"*" The problem of synthesis of radar reduces to finding optimum (from the view-

S-point of one or another applied statistical criterion) mathematical operations on

S.. the received signal and to the construction of a functional circuit executing

' these operations. Thus, in the synthesis of radar in the mode of detection the

probability of errors of resolution are minimized (the probability of a false

alarm and the omission of an object) and on this basis the method of optimum

*,. treatment of the signal is found. In the mode measuring object coordinates, ran-

S•" domly chanping in time, frequently the mean-quadratic error of measurement at every

O moment of time is minimized, which is attained by the optimum filtration of the

sinal.

In comnection with the rapid development of radar statistical analysis and

* the synthesis of radar systems and on their basis the development of the main re-

_ gltaarities peculiar to radar, became the subjects of scientific investigations

rather widely conducted in the past few years in various countries. First of all

there appeared works devoted to the analysis of the properties of applied radar

seto. One of the first and, probably, the mo3t complete was the book. "Threshold

s • s" 1Ij. Subsequently there appeared various works in which were resolved

*various. particular. problms. of the analysis of various specific forms of rudar

-irat roau1to of statistical sathesis of radar sets appeared later. The

t ot aignificant of the are the works.on the theory of radar detection by

It. Peteraon, T. .erdsail and V.. Fox C21, 1. Midd!ton C31, O 4 ffiddlton and Vu

V-eter.(41, [•j, No V. Mort [7J. To the developaent of principles peculia to

radari • devoted also the works of P. WoovArd gum 1. l-ve, , the wOat essentia

results of which are presented in the book of P.'I Woodward (8). Problft. of the
detection of rJins, rot. only on a bacgrourid ot noites but. also on a backround

* •I' of certain fomte of interferiqg r•flection., are considered in the works of L. A.

Vaynrhteyn a&d V. UV gZubov, reflected in their book (9].

* I.,



To the problems of radar measurements are devoted significantly fewer works.

Besides investigations of certain particular questions coupled with specific sys-

tems for processing of signals, one should mention here the work on the synthesis

of meters by S, Ye. Fal'kovich [10]. A series of interesting problems, pertaining

to the theory of detection, as well as to the theory of measurements, is presented

in the book of D. Middlton [77].

There should be mentioned also the directions coupled with the application of

various new forms of signals for radar and with the theory of radar survey of space.

The first of them is a series of articles on phase code and frequency modulation,

the references to which are presented in Chapter 1. The second direction was

* successfully developed by Yu. B. Kobzarev and A. Ye. Basharinov [11.

The presented references on theoretical works in the field of radar are in

* no way full, and are done only in order to underline interest in theory of radar

from the point of view of a wide range of specialists in various countries. Such

interest appeared several years ago for the authors of this monograph. This was

connected with the necessity of comprehension already obtained and described in

* informational literature as well as with the absence of many results. The theory

of detection An published works was illuminated in detail enough; however, not all

problems needed for practice were brought to a conclusion. The theory of radar

measurements was not sufficiently developed. In any case no attampte of a single

account of the main principles of radar measmuements, including the resolution of

a wide range of problems having a practical value in this area are known to the

, authors. Theoe circimstances were the main cause of the series of investigations

conducted by the authors,

This monograph is an attempt to systematically oound the main positions of

statistical analysis ani synthesis of radar syatems, In this are used results

*, ,',obtained earlier, but not pre.sented in literature in a single foni, as well as,

especially, the results obtained by the autOhors.
S.'
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It is understood that the book does not pretend to be -n exhau3tinp account

of' all problems of radar theory. Many of them, moreover, are not even developed

now. A sipnificant part of the obtained results relating to radar are intended

for work on one object. This put its own imprint on the character of the resolved

problems, although many results and, all the more so, the methods of resolution of

problems and certain marked general regularities relate in equal measure to all

types of radar sets.

Essential to the peculiarity of the statistical approach to radar is the

possibility to investigate a noiseproof feature of radar sets in reference to

"va.ri.ous applied forms of interferences inasmuch as they are rwidom processes.

Therefore the statistical analysis of radar systems by various5 distributive laws of

*,• probabilities of input signal, in essence, coincides with an analysis of noiseproof

'feature,

If, however, we are limited only to an analysis, then there always remains a.

',,nown dissatisfaction connected with the problem about the fact that it is impos-

sible to obtain better characteristics (range, accuracy, resolvinp power, noise-

proof feature, etc.) than given by the analyzed systems.

In connection with this, special value is obtained by the synthesis of optimum

syutam which in given conditions are the best (best qualities of deteotion, high-

eut accuracy, etc.). In a number of cases it appears that the o.xist!ng forms of

uyst~orns ponvess properties very nbr to the properties of optimum Oystema. This

ird.icdtoa tho fruitlessness of empirical attempts to find the best forms of systems,

!n e'th'w (?:er , it appears that optimum 3ystems ensure rather large gains not real-

*,0 in pftC . in these c4ses, theoretical synthastt directly promotes the

04 t -.0.n I n, of' new prp.rties. Furthermore, analysis or ab.olitoly all possible

W.A I N co, 1 on, o•f radkius is apparently impossible. flecause of those consaderations,

* the .. kn took the cynthesis of optimum ra•uar oyt.mn an t~ isla in the book.

' 'I ., . .



Statistical synthesis is presented in accordance with the functions performed

by radar, since, by only specifying these functions manages to formulate a speci-

fic criteria of optimumness, and to bring the problem of synthesis to a conclusion.

In light of modern conceptions, any radar set performs two main functions:

detection of targets and measurement of the parameters of their motion. The first

of these functions is investigated in detail in the first volume of the book, the

second--in the second volume. The problems of detection include both detection of

a reflected signal on a background of noises and interferences in every point of

parameter spaces of signal, and coverage of space or search in the regions of space

defined by data of external target indication. The problems of measurement in-

. "cluded the separate measurement of parameters of the motion of the object (range,

velocity, angles) and their join measurement.

The authors tried to illuminate all the main problems in the following plan.

After a discussion of the main initial sample there is produced a synthesis of an

optimum system and its properties are investigated, then there is produced dn

analysis of the systems near to optima, and also practically applied systems for

the purpose of their comparison,

Synthesis of optimum mechwaiime is conducted in most cases on the assumption

that the reflected signal represents a normal random process and is mixed with

white noise or with some other normal process appearing due to interfering re-

fleations. Analysis and synthesis in other assumptions about the signal have a

fragmentary character.

For synthe3ized systems an analysio is produced of the noiseproof feature in

.refernc. to certain aorti of interlerences. This analysils, in view of the diffi-

culty of corresponding calculations, is not equally conducted everywher, in detail.

For covneionce of discussing the problems of analysis and synthesis of

various forms of radar systems they are firat considered for a case of the re-

lsption a coherent sinal, and then an incoherent one.



In the book there is taken the following order of discussion.

Chapter 1 is devoted to radar signals and interferences. In it are presented

the bases needed for the construction of the theory, characteristics of the various

forms of main signals, the properties and signals received are described.

In the analysis of various forms of radar sets it is always necessary to use

the results of influence of signals and interferences on the main elements of the

receiving mechaniams (amplifiers, detectors, receivers with automatic gain control,

etc.). In order to avoid numerous repetitions, problems of influence of signals

and interferences on these elements are considered in Chapter 2.

In Chapter 3 there are expounded general problems of the theory of radar de-

tection. In it, first of all, are presented several bases of the theory of sta-

tistical resolutions which is the theoretical base of the synthesis of radar sys-

tems. On the basis the general aspect of theory of detection of objects in space

is considered and it appears that in all cases it is sufficient to produce detec-

tion "along the points'" of this space. There are revealed several general regu-

larities of such detection and problems of the optimization of space coverage and

investigation of the object are considered.

O Chapter 4 is devoted to the detection of a coherent signal, which is investi-

gated on the basis of the general results of Chapter 3. First of all considered

is the detection of signals on a background of noises, optimum systems of detec-

tion are synthesized and various methods are investigated of their realization.

Investigated are dependences of characteristics of detection on the width of the

spectrum of fluot"t*iong of the reflected signal, the number of utilized carrier

frequencies, and various deviations Arom opti=u treatment of the signal inevitable

in the practical realization of a system. Analogous problems a"e also investi-

rated for cases where, besides noise, there are passive and active interferences.

Furthermore, there are considered problems an the possibility of improving the

characteristics of detection by means of rational selection of a law of signal

modulation.



Analysis and synthesis of systems of detection of incoherent signal consti-

tute the contents of Chapter 5. Synthesis of optimum systems leads, in a given

case, to a conclusion with more particular conditions than with the detection of

a coherent signal. Here systems are considered with an accumulation of squares

of values of received signal envelope, with a binary accumulation and with the

integration of range scanning.

The enumerated chapters constitute the contents of the first volume of the

book. The second volume starts with Chapter 6, devoted to the general principles

of radar measurements. In the discussion of the problems of coordinate measure-

ment, in light of statistical theory, a special stop is built on the tracking

radar meters, finding wide distribution. Statistical analysis of nontracking me-

ters is conducted in less detail. The main attention in the chapter is allotted

to the synthesis of optimum radar meters. Besides the discussion of the possible

aspects of such a synthesis there is consecutively brought to a conclusion the

synthesis of an arbitrary meter with the Gaussian statistics of measured parame-

trte.s. With respect to optimun discriminators, only general conclusions are drawn;

specific resolutions are considered in subsequent chapters. Optimum mothing

-circuits are synthesized in the chapter in a general form.

In Chapters 7 and 8, on the basis of general theory presented in Chapter 6.

p"roblems are investigated of range m•easurment with a coherent and an incoherent

.signal accordingly. The main attention is allotted to synthesis of optimum dis-

criminators and consideration of various technical variants of discriminators.

Consideration is given to an arbitrary modulated signal, and then the results are

0 made specific for all possible applied forms of modulation. Problems are inveosti-

gated of the accuracy of rafge finders with various discriminatons and various

, oothing circuits, synthesized in Chapter 6. There is :cosered the influenee

of intorferences on range finders,. switching the nonline, pheamea in them. An

analysis is al made of vt k rae maters.

*'4 %, • .



In Chapter 9 there are conducted investigations of velocity meters based

both on the use of the Doppler effect, and on the range differentiation and the

angular coordinates. First of all the optimum frequency discriminators are syni-

- thesized, and the various possible systems are considered for their technical

realization with an analysis of the characteristics of these systems. Problems

are investigated of the accuracy of meters velocity, on the whole, with various

forms of discriminators and smoothing circuits, and also with the application of

• -various principles of measurement. There are considered certain problems con-

nected with the action of interferences on velocity meters.

In Chapter 10 there is considered the measurement of angular coordinates with

a coherent signal, and in Chapter U - with an incoherent signal. The diatinc-

tive peculiarity of these measurements as compared with measurements of range and

velocity is the fact that analysis and synthesis of goniometers are conducted for

various mnethods of angular direction finding. With this there is synthesized an

optimum radio channel (discriminator), the form of which is specified for every

method of direction finding and sstems near to optimum are investigated with the

influence of both noises and awe forms of interferences. An analysis is made not

only of discriminator., but also of the accuracy of goniometers on the whole.

Certain nonlinear phemena in onioameters we investigated.

* In Chapter 12 optimum meters of sameral, in general. interdependent parameters

of the motion of the object (objects), are synthesised &t one6. It appears that the

.,optimum parameter totality meter is not divided, as a rule, into unconnected me-

tears of separate parameters, '6ut represents a certain complicated multichannel

system, the channels of which are interconnected. The general solutions found are

used for the resolution of some particular prblam.

In Chapter 13 the resolving e of radar sets is investigated in the made

.of detection and easurement of target, coordinates. In it, first of all,0 -re ex-

pounded the possible approachos to an analysis of the fteasolig powe and synthesis.



of optim power from the viewpoint of the solution of targets of radar sets.

There are also presented possible criteria of appraisal of the resolving power.

With the help of the developed methods the resolving power of several forms of

systems is analyzed and optimum systems are synthesized.

It is necessary to emphasize that although the book embraces a significant

quantity of problems of statistical theory of radar, placed as much as possible

in a general form, by no means were all problems considered; certain discussions

of actua2 but still unsolved problems are contained in the conclusions to Chapters.

A
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CHAPTER 1

SIGNALS AND INTERFERENCE IN RADAR

1.1. Introductory Remarks

For a satisfactory resolution of the problem of analysis and synthesis of

radar systems it is necessary to consider the real properties of radar signals.

In the first place this concerns the randcw charaoter of the received ignal,

stipulated both by fluctuations of the signal refleoted from the target (appear-

ing because of vibrations, soundings and other irregular eceponents of the motion

of the target)# and fading# of the signal becaube of measurements of the propa-

gational conditions of radio waves. In connection with this, in thie chapter the

statistical characteristics are consodered of a reflected radar signal, mainly

coupled with the process of reflection of the signal fro the target, %hieh is a

characteristic peculiarity of radar. Fu ermore there are briefly described the

properties of a sounding radar signal detemining in many cases the quality of

work of varlous radar system. In the chapter is also disauseed a mathematical

* description of the received radar slimsa whih, to a sufficient degree, reflects

its real properties determined by expairmta, mean.

Under the conditions of the practical use of radar syst•m, one of the main

,haraeteristies is their noisepcoof feature in reference to natural interfaernese

' set noises, reflections from earth and water surfaces, etc.) specially oranised

interfeornese. Therefore, here is vs mted a brief dscrioption of variou

* forms of interferences.
% *..*4 /4,



1.2. The Main Radar Sianal

Modern radar stations are presented high requ:Lrements, which reduce to long

range reception with specified characteristics and target detection time, high

resolving power with a maxcimum number of target parameters and accurate tracking

bI-y various coordinates. The necessity for fulfillment of these sometimes con-

tradictory requirements puts definite limitations on the character of the mi

* - ~signal; in a numiber of cases for different operating modes of radardifferent

forms of signal modulation are used.

Below will be briefly described sawe forms of main radar signals utilized at

present the merits and deficiencies of separate forms of modulation shown aid

their influence noted on the characteristics of radar systems. Many of these prob-

lems will be considered more specifically in subsequent chapters,

1.i2.1. Modulation and Coherence of Main Signal

In virtue of the number of causes, connected mainly with the conditions of

propagation and with the construction of antenna systems,. in radar super-high fro-

* ~quency oscillations are used as main s~ignals. Such oscillations allow,, by Doppler

shift to determine the radial speed of the radar target; however, for daterainiP4

4.,,, other characteristics of its motion (range and angular coordinates) it is necessary

to introduce a modulation of these oscillations. In ageneral case high-frequencY

oscillations cam be subjected to 'amplitude and frequeftcy (or ph&"e) modulAtion.

In acuordance with this,, for a radar sA4nal we have the following notation:

* ~~~X (1) Re g4.O.PUl (t) Imp) (i jwot +0 e+ WQ) (.1)

Mws and henceforth the law of amplitude modulation is designatod br ua( tJ, the

vfunotion ~i(t) represents the law of p0a" modulation, and its time derivative

a M(t)can be considered asthe law of frequency modulation. It is also

mohwenst. by U(0) a&~ M1 4cP W(01 t) to designate the coplz laW of ModulAtcOU.



By wo and P we will designate the carrier frequency and the initial phase of

the radar signal, and by ?o -" its mean strength.

As a main radar signal we will mean a signal already emitted into space.

With such a definition, as modulation of the main signal it is necessary to con-

sider modulation created by the transmitting mechanism, as well as modulation

superimposed on the transmitted signal by the antenna system. The latter appearsp

for example, during scanning (movement) of the transmitting antenna of the radar,

r set relatively directed on target.

Modulation of the main signal is accomplished by means of changing one or

more parameters of the high-frequency carrier oscillatiun. Usually such a change

is periodic and is characterized by its own period Tr. An important form of mod-

* ulation of the main signal is amplitude pulse modulation. In a number of cases

this modulation is combined with ea- additional frequency or phase and refer at

the same time to intrapulse modulation. A description of separate forms of mod-

ulation and their main characteristics will be presented below.

Along with the conception of modulation below the conception of coherence of

the main signal is considered. We will call the signal coherent, in which random

changes (jumps) of the phase of the high-frequency filler are absent. This defi-

nition, obviousy, also embraces signals with Wum phase jupsl when these jups

are el3iminated during reception thanks to so-oalled coherent heterodyingg with

which the main signal is used for example, in the appropriate way as heterodyne

* voltage shifted in frequency and time.

In the frame work of the given definition oontiiauow. mission, during which

it is possible to disregard various instabilities of the operating modes of the

transmitter, is always coherimt. As appied to a pulse* signal, coherenc cOrres-

ponds to a sbople connection between the values of the initial phase of the

foJllwing one-after-thoother pulses.

*v
"4 "



A coherent pulse signal is usually formed by means of gating the amplifying

"chain of a transmitter, to which is fed a high-frequency oscillation from the

master oscillator preliminarily filtered through corresponding frequency multi-

pliers. Through this the pulses appear as if cut from one continuous sinusoid.

In another method of forming a pulse signal the transmitter generator (for

example a magnetron) is started by the video pulses of a synchronizer, and the

value of the initial phase of the high-frequency filling of adjacent pulses

(owing to set noise and also various instabilities in the transmitter) appear to

be random. In the absence of the above noted coherent heterodyning, such a pulse

signal will be called incoherent.

The randomness of high-frequency phase of adjacent pulses of an incoherent

--. signal does not allow to separate those phase changes of signal reflected from the

"target which are connected with its motion. As a result the measurement of

Doppler shift becomes impossible, i.e., direct measurement of the radial velocity

Sof the target, which is one of the essential deficiencies of an inco*ent signal

1.2.2. Function of the Autocorem lation of the MunI SiPna]

"One of the mat important characteristics of a main s4inal is its hnetion of

autoaurelation serving as a measure of that orthogonality of the initial signal NA.

displaced in the time and fequsncy of sgnals, 'which ensures aplicatice of the

given torm of modulation. The value# added to this characteristic of the main

signal, is eiplained by the fact that, as will be ohm in subsequent chapters,

"the formation of this function is reduced in essence to the radiotechnical oWpe-

* tion in diffeefnt radar receivers which produce the wltipliation of the rec•ived

In a nwber of cases it appears to be posible to manure the Doppler shift
during an incoherent signal (during the time of one pise), but the accuracy of

* ~~such eaumntusually is wall. This is stated in -wore detail in Ch*aptr 96



signal by the required and subsequent integration for a decrease of the influence

of noises.*

Let us consider some general properties of the function of autocorrelation.

.- In accordance with that presented, the function of autocorrelation of a main

signal will be called

"C" (, =) (1 S +C)U(1) vd=

S,'. • .= +s - a t)cw, ( I +• ÷ )-iflj (1.2.2)

whereby C(O, 0) 1, and the effective duration of the signal

Ta-* Ye 5"i,(Oi'dI. (1.2.3)

In a number of cases, particularly in problems of measuring coordinates, it

is convenient to consider the duration of the signal as unlimited. By the auto.

correlation function we will understand

(~ +~)u~) ~PdL.(1.2.21)

The function C( O,) ins easy to expses also by the spectrum of modulation of:

the main signal. Indeed, substituting into (1.2.2), instead of u(t) the lvews

Fourier transform from the speotraz of modulation

:':e3(1.2.4)

• we have

Time 1 and frequmney 0 shiifts ot the received si"al are connected with the
propWAtion t~isi. of the siptal to the target &An back &Aaviith the DoWleZ effect

* (idurling reflection of the: al gual tfto the movWn target.
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"Thus, the Fourier transform from the function of autocorrelation C (U. ) is
i•. v.•

written in the form

.- .•-,,-, ~sM.( Q)=•')' + (1.2.6)

For development of the general properties of the function C (v, P.) it is

convenient to introduce a conception of its effective width along both axes

: i- (t•(Q) and 0,(T) accordingly•], which reflects the general character of

the drop of function of the autocorrelation in these directions. The effective

width C (.-U) along the axis I is detemined by the formula

t.:< ,el()== flC(1 O)j'ds.. - 515.1. fli~'d-. (,.2.7)

Turig to the expression for the functon Su(w, we seethat
IS.M- a D'= Su.lS.u+o) (+. .)

whe So t (-) =S (a. o) cn be considered As apectum of the function
C,()C (S. 0).

The. formula (102.7) am be re•witten inthe form

S4+. (. + )

"oence) in puoticmlaro it foliov that, ink the case where the function of. autocoti'e.
lAtion C (wa )hast &bx% the axis tthe formof a short Pulse (so that the
Speotwt Of S,(0) AMM. to be wide -ad duringreal Doppler -hifts

SV1(aW +C)uAiS$.,(W) ,the effective -duration ýof the function of aiatocawzelAtian

t* 03(): 'win *epehd veakly on the shifti alog the Axis, Q.

For a detmo at of the effective width of the function of Autooowwelata

this function ea be conidered as A FUrier tr...o.M. AtV to tS . f .

V t . .
.

N•oli,_• 0lo +% S.() a M Taing thi no aceount.wo wd U obtain

',"• ,• ... • de ~ ix Lemof ~ e ttettv with f t o tu~tea f • U ,2.;9) •. .. •



Hence, in particular, it follows that the effective width of the function of

autocorrelation along the axis U depends only on the amplitude modulation of

the n.in signal.

It is obvious that in calculating the influence of noises and fluctuations

of the radar signal the signals, characterized by the parameters ( T, Q ) and

(0, 0) are practically indiscernible if the value of the function of autocor-

relation C (,, u) differs little from C(O, 0) . If the function C(T, '.Q) slowly

drops from the origin of coordinates then by the same causes it will be difficult

to indicate which are the true target position data within the limits of the re-

gion (T. Q) for which C(t. (1) is approximately constant. In connection with this

the square of the modulus of the function of autocorrelation IC(I. W1)2• will be

called the function of indeterminacy of the main signal. In form of function of

indeterrinacy it can be judged against the resolving power and accuracy which can

ensure the application of one or another form of m=dulation.

The main property of the function of indeterminacy is the constancy .limited

b.y its volume.. Actually,

• • •,i. - .~

X So (W .~ d . & [ I.V

IM&h4t property ot the. function of indat c.i . received the name of "the inz-

Aot~rinAcy principle in radar'* U]. In Accordance witkh Otis~ principle. it it, is-

pos=ible to a-bitrarUy dearease the "vol=e of indeminacy" 11aited by the.

AfLinct Of -tdetOrmeiz cy. it OM only be detformd (06cop*eod 4long me or the

iwau onitn to- the extnnsion along th. other) or redistributed on the pntne V. n



In the latter case there appear additional maxima of functions of indeterminacy

which lead to an ambiguity in the determination of the target coordinate data.

.2 Such a redistribution is most vividly developed with a periodic signal; connected

with it, the ambiguity is physically explained by the fact that the delay of signal

on the period of modulation does not lead to a change of any characteristics of

signal, and a frequency shift to a frequency of repetition of modulation when it,

as frequently occurs, is considerably smaller than the width of the spectrum of mod-

ulation; it also does not practically lead to a change of signal.

Let us consider what form the function of autocorrelation of the main signal

has during periodic modulation. In real conditions the total duration of the

periodic signal is limited (for example, owing to the movement, of the transmitting

* antenna). Introducing, in connection with this, the conception about the envelope

of the periodically modulated sign')l g(t), so that u(t) g(t)uo(t) (where uo(t)

is periodic signal modulation with period T,), an expression for the funotion of

autocorrelation of such a signal can be written in the form

. ) |.
the. p ero ditoft + mdgl(ato b +w)huh (t) 1, a l

L usd! knt b r d, g t f tion f aTone

Heew iie h nevlo nerto noprosof modul~ationcnied

the pe of w urQ ++) t (-1)X and also the

k -. '.

"•'-' smallness of change of the envelope g(t) after the period of modulation Tr-

_•>:•.Lot us designate by 0o ( v, 0 the function of autosoiTelation of one period .

i - .'(.,o f m od t ,.a t i o n .:



Let us note henceforth that the function CO ( ]. o ) is periodic in ' with period

"Tr.

Introducing the spectrum of the envelope of the periodically modulated

signal

""i G (m=) - g (t) e""d.

the function of autocorrelation of this signal can be rewritten in the form

_.-, l).C.¶, 0,

d odi• 5 (.

dw -0 dwGjGw.e-m

- 0

•wer 6(x) i the dio. ... )'c.eh h

ceta+ekokucinwhci h pcrmo g(t).2.12)

the "filtering" ptopetiy of this f function of autocorir.et ition enentto

roan-lation of r he neidi on of the signal the follotcnh cn expression:

C ,.) C. ((S.,)

•.' 'For signas with high resolving• power with re*Wet to rane for which 0o• )

cwnakly dropo ,lofi the axis the function oi autocorrelatien Ciru of) during

hperodic lodtil t i onrepreeuntt as a function of 0l the totr ity of valoes ofa(to , o )-
p...

[;.., ,1



2Xtaken by intervals equal to the frequency of repetition of modulation a,--

N" Because of limited duration of the periodically modulated signal the peaks of

function of autocorrelation C(r, 0) have along the axis a a finite width on the

order of . With a fixed 12 C(t, 0) is in accordance with (1.2.11) periodic

function % with a period Tr. The general form of the function C(t, 0) for

periodic signal is illustrated in Fig. 1.1.

"In conclusion, let us make one remark concerning the function introduced by

us for the autocorrelation of one period of modulation Co(v, Q). as it is easy to

see

-00
•.."' '••..-- , ,.O ) j u.-; •) ( - " ' ,(x)e-'('-m'adx ..,* I'0I

..- "(1.2.13)
4U.(w) UO(co + 2)

where U,(-) is the spectrum of one period of modulation.

r?

[A 
..- . .

Fig. 1.1, Function of indotor-minacy IC(,011' for a periodic sigpnl,
%a# is the width of th- function C,(%., Q)i.KEY:i m (a) 64 effectiv.



The approximate equality in (1.2.13) is correct under the condition that

C0(,, '-l) sufficiently rapidly diminishes with the growth of ITI

A comparison of (1.2.5) and (1.2.13) shows that the function Co(T, 9) in

the interval equal to the period of modulation possesses the same general prop-.

erties as the above considered function of the autocorrelation of the main signal

with nonperiodic modulation.

1.2.3. Frequency Modulation

Proceeding to a consideration of the separate forms of modulation, we will

describe their characteristics with the help of the above introduced function of

autocorrelation, reflecting all the properties of the main signal of interest to

*' us. In this and following points will be considered the various forms of modu-

lation of a continuous signal.

"As follows from the preceding [see (1.2.7)] the effeotive width of the

function of autocorrelation -r.t,(O) along the axis T , and accordingly the resolv-

ing power with respect to range, depend on the width of the spectrum of modulation.

One of the possible methods of expanding the spectrum of a continuous main signal

is the introduction of modulation of its frequency. Frequency modulation was

historically the first method for obtaining resolving power with respect to range

during continuous emission.

* With frequency modulation, the frequency of the main signal can be represented

in the form

where

• •' ,,== lt)•l;(i. 2.16)

T is the period of modulation,

In case of einusoidal •equency modulation the frequency of the sipnl changes

according to the law

~Q)~WM$inlg, 7



and the phase of the signal-according to the law

!Cl 0..

Autocorrelation function for case as is easy to see, has the form

C*( , 4,~n( -•+,Ibp (3217

where 1,-! is the angular frequency of the repeated modulation;
*),,2

;:", .mb a 2 tl sin.T

To take the integral (1.2.17) in the general forn, unfortunately, is imposui-

ble; therefore, we are forced to limit ourselves to the consideration of C4(u, fl

for certain characteristic cases. On the axis 0

C.(O. C)) = , - -

i.e.,i IC(O, A )l'drope along the axis 0, as (Il-cosa)Tv) . For b=- k ( is

an integer) the ex•pession (1.2.17) coincides with accuracy up to the coefficient

with an integral presentation of the Bessel function [=I, so that

i-lh-el.-

wher J&(a)is BeselfuC,(o.o the kth)(1)&ofthe1&( srtS,•,'wher $4(a) is a Bessel function of the k-th order of the 1-st sort.

Usually t :o 1. In this case

IC'(.hi)Ik ~ J (was).

"the contour of the function of indetwainacy for sinusoidal FMI is rpresented

in Fig. 1.2 in the torm of curv Jw caset on the plants , ( 1 , As

can be seon from the figure the resolving Paver assured by the use of a harmoic
SW is rathr rlowat Q O (a &i ) a a, max i for v ; the fr

mapnitude of these maxia mstitutes approxtutely 16% of the base. With an in-

"c"ea•e In ")ther* take* place a dspa nt of th soix maxim &alo0g the curves

~ 'C*I/



"with real values of o. and Tr this slope is quite small, so that the presence of

the region of indeterminacy shows up mainly in the resolving powers with respect

to frequency. The width of the interval of frequencies, within the limits of which

the solution is impossible, approximately coincides with the width of the spectrum

of modulation and for the case considered is approximately equal to ,,•

The width of the region of ambiguity

"along the axis c, is naturally equal to

,,. Graphically the function IC,(, fl),'

with linear frequency modulation is il-

"lustrated by Fig. 1.4.

In the case of frequency modulation,

.. _$) aft) according to the law of symmetric saw-

0 -- --- ---- -- ' tooth waves

+ at II< -.2 (1.2.20)

------ Using the same assunption on the small-

,, 0 , ness of , , we obtain

Fi.. 1,3. Change of frequency of con-p ' I r-,
tinuous main signal with linear fre- 2) - 4
quency modulation: a) asymmetric ..
sawtooth; b) symmetric sawtooth, .,.q -.2an~.+~

-e -'--.-- _ ,

-. %•.,• There are two main :ones of indeterminacy located along lines

•:•' "the manitude of the slope of which, as before, is equal to the speed of chang.e of

i:: frequency during modulation, The magnit~ude of the function of indeterminacy

•.,•::•IC.V,. Lb)l' in the zone of indeterminacy (on each of these l ines) d3talniehes

'k' with /2 " >t• to 0. 25 (in case of asysumetric sawtooth 14•(,, Q))i' kept

".' ': the unit value In this region).

4V 4

The s h bv re obane fowuoa foin thefuntio of indetermiacrlcaedaanglye

freu( .en) • corresponding to one period of modulation with differentd forms of

,. i

m u~l- wm i th to~lm n 0.25ai (iuunm m um nml n cm of &symmel._] I tr.I ic~l~ upmiawito o mp kelqnl p t umqmuml um~lu'mu



near to I ; secondary maxima are displaced almost parallel to the base.

Extent of these maxima along the axis i can be estimated by a magnitude of the or-

der 2.

From other possible functions of o).•(t) the most frequently used is the linear

change of frequency by the laws of asymmetric and symuetric sawtooth waves (Fig. 1.3)

Fig. 1.2. Section of the function of indeter-
minacy 1Cs(,. A,)I for sinusoidal frequency
modulation of a continuous main signal.

SIn the first case, with a continuous main sig•al we have:

*(t)=.+'M- at f '-,(..8

The function of autocorrelation is determined by formula (1.2.12). Replacing for

a mall v the difference (t + w) -- () by (t) , we obtain

As can be seen from the formula, jC,(,. O)l'= is along straight line

Near this line there naturally exists a region of indeterminacy, within the

limits of which the solution of targets is practically impossible. The slope of

this region to the axis 'D coincides with the speed of hange of frequeonc at IN I

This region, of oourwe, does not stretch to infinity; at lae v the utilized
apMp mation become insufficient; the fncticn of autocorvelatim diinishes
faste than this follows from (1.2.19).

bm mm anm| •| m ,gm • m• imem mmej rwmm g• |sm~em • n



frequency modulation. The function of indeterminacy IC(r, -)2 for a periodic fre-

quency modulated main signal will be formed in accordance with (1.2.12) by means of

a periodic one (with the period Tr) -- repetition of the function JCO(r, Q)12 along

the axis r , by which along the axis 1 from this function are "selected the values

of ICO(T, k•,1)2. , where k is an integer. The width of the maxima formed in this

was along the axis Q- is the reciprocal of total duration of the f.m. signal.

These maxima lead to ambiguity in determining the parameters of the target.

M9

0f

Fig. 1.4. Section of the function of inde-• ,.,terminac f•or linear frequencyr modulation#

1.2.4. Phase Code Manipulation

fly phae, code manipulation (C•M) is understood such a modulation of the main

signal with which is established a definite sequence (code)of changes of initial

*"" phase of a high-frequency oscillation in so-called code intervals, into which the

whole p'riod of modulation is divided, during continuous emissiom. Duration of the

code intervals is constant and is equal to v,.

*It is possible, certainly, to caUL an interval code, within the limits of
Swhich a shown phase remains constcut. The duration of every such interval, naturally
depends on the code utilized, It is possible, however, to find the interval which
is the greatest comon divisor for all intervals. Its duration is also designated
by



4 Any PCK signal can be considered as the sum of n shifted one relative to

another at a magnitude tA of elementary sequences of right-angle pulses, each of

which is formed by oscillations in code intervals, equally located in adjacent

periods of modulation. Within the limits of one period the modulating signal

can be recorded in the form
•-"! • exp (its) Il- It Y-- l)vul

where n=-T;e

=11-*(1 is the relative shift of the initial phase in the.1-st code interval;

f t] is the unit right-angle pulse of duration %..

Substituting this expression into (1,2.11), we obtain for the function of

autocorrelation of one period of modulation along the axis v the folloming formula:

C.()± e(t -fo 4

+ 1, (1.2.22)

where ~rw jA%.

,,: If the shift of PCI of the signa aoes +not exceed the duration of code interval

S(,A,) , then

It the s1hift of PO( of the signal is a multiple of duration of code interval( .).

* then+ C,) , np {,tth,,e -,

The problem of constructing a eode reduces to the oseletion of such a sequemce

and such values of phses by which Cs(vt) for all v would be sufficiently oval

(in principle it is desirable to obtain Co(v.) am O) . Thus, the fucti, of auto-

correlation of the R0, of a signal has on axie t oe naxtMi at sa-O ad, possi-

blyo several additional mda Orn a (wmanders) at r>,, * The Rasituds of these

O Vremaiders" depends considerably an the seleotion of the code.

r* + 4+ +, * , . '4 I.



The main characteristics of codes are the duration of code interval m deter-

mininp the resolving power with respect to range at a considered main signal, and

the quantity of code intervals n, determining in many cases the magnitude of the

"remainders" during encoding. The required interval of uniqueness is still one

factor influencing the selection of these characteristics inasmuch as 7,=nr..

In the absence of the completed theory of phase code manipulation there is,

however, a significant number of works devoted to this form of modulation, and

noticeable successes are attained in the matter of practical construction of

,I various codes. For continuous emission binary codes were offered (particularly

• : ,:., described in [73), for which the initial phases of high-frequency oscillations in

adjacent code intervals differ from 0 or x. and the quantity of code intervals n

*@• • is determined by the formula n = 21 -1 , where m is any integer. "Remainders"*

for such codes have a magnitude -1 (Hoffman's code), since at v -, the quantity

of code intervals with coinciding values of initial phases are always of less

quantity per unit of such intervals with noncoincident values of initial phases.

It follows from this that for compensation of these "remainders" it is sufficient

to select as the difference of initial phases a certain magnitude ?.e96 . It is

.easy to see that ,- -- arecos(-( ).
n +1

, Phase code manipulation of the main signal has obtained lately significant

* circulation* In favor of phse code manipulation in its comparison with frequency
wmdulation remaining in a certain sense olassicao, is the absence of indeterminacy

in the treatment of frequency shift of the echo signal in measuring the range and

velocity of a target and high simplicity of the aration of the corresponding coding

and decoding equipment. These SiMplitic ons are connected, in the first place,.

with the constant duration of code intervals and with fixed changes of phase of

-There ae magnitudes. of additional maxima of the function of indeterminacy

4., 4
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high frequency oscillations at the limits of these intervals, i.e., with allowed

discretisation of the characteristics of coders and decoders.

1.2.5. Pulse Modulation

In amplitude pulse modulation the function of ua(t) is considerably different

from zero only within the limits of a certain interval va, of a mualler period of

repetition of the modulation Tr. The duration of this interval is called the pulse

duration and in a general case is determined* as

'> ,= "(1)d".

The general form of the function of autocorrelation of a periodic pulse signal,

like a signal with any other periodic modulation, is determined by formula (1.2.12)

and does not differ in the sane way from that described above (Par. 1.2.2). The

pulse character of the signal appears only in the form of a function of indeter-

minacy of one period of modulation Ito0. 0)1 . Let us consider as examples the

amplitude modulation of the signal by a sequence of square and Gaussian pulses.

The function of indeterminacy for one period of modulation in the case of a

squaro pulse. of the duration va is determined, as is easily verified, by the formula

,CO,(1, (, +'QN-) , sr I (
tC(.ia( i ."(1223

corrected 'When s4% For a random, Gaussian pulse uip{157() the function

of indeterba is equal to

IC,(,. 0) I'e-p{- 1,57 (1.2.21)

where , is the effective pulse duration.

One can detoe ine the pulse duration also by a certain level of the function
Ua(t).

"S.0 +,i2/



As can be seen from these formulas, the function of indeterminacy for one

period of modulation (or for a single pulse*) has a maximum in the origin of

coordinates and monotonically decreases with an increase of v and f! (Fig. 1.1).

With a decrease in pulse duration vj the drop of ICo(t,. n.)' along the axis r

occurs more sharply so that the maximum of the function of indeterminacy in this

direction is narrowed; the changes along axis Q carry an inverse character.

As can be saen from the foregoing, obtaining a high range resolving power re-

quires a shortening of the pulse which in turn leads during a periodic pulse sig-

nal with a limited peak power, to a lowering of its mean power. In connection

with this for the expansion of the main signal spectrum, at present, instead of

shortening the pulses, there is frequently applied an additional intrapulse fre-

quency and phase code modulation.

For a frequency modul4ted pulse, the frequency of which changes linearly in

time we have
S(1)=u MaM exp (0 -2•1

where a c- =onst is the speed of frequency change.

For one period of frequency modulated pulse signal the function of auto-

correlation will be equal to

'-r~

Usually the pulse duration is long compared with the width of the peak of the

function of indeterminacy along axis "
2.•

where st, is the deviation of frequency vithin limits of the pulse. In connection

'flesideu a periodic pulse signal, there is also possible a main signal in the

form of an isolated sending. Such a signal will be formed, for example, during the
motion of the transmitting radar set antenna of continuous emission relative to the
direction considered; the form of pulse in this case !.a determined by form of the
pattern of directivity of the antenna system The fuiction of indetermitnacy of such
a sipnal cointides, on the interval of duration Tr with the function of indeterminacy
of one period of the corespondinj periodio pulse modulation.

Y.0 Y
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with this, if one were interested in Ce(t. 0) near the main maximum, then

MaV -4 (1+ ) an I CS.(O, 141' (a I.,+ N', (1.2.26)

2
where U,(11. is the spectrum of function of u(t).

As can be seen from (1.2.26), in this case, as in frequency modulation of a
0

comtinuous signal, the sone of indeterminacy is along line i=--', which because

of large a practically coincides with the axi~s 0 . The formula (1.2.26) also

allows to determine the law of amplitude modulation (the form of pulse), which

ensures the extraction of the desired function of indetermina y. Thus, for ex-

ample, for a decrease in jCo(v. 0)1 by Gaussiana's law it is required, as a main

signal, to take the sequence oZ pulses also of a bell form. Thus, linear intra-

pulse modulation of frequency allows, by means of selection of the law of ampli-

tude pulse modulation to obtain the desired law of change of the function of in-

determinacy along the axis "'

TMW to phase code maniplation, let us note that during pulse emission it

gives, in general, poorer results than during continuous mission Inamach as in

this case, with mixing of the rseeived and pedestal pulsse, p•st of the c*Ae in-

S tervals is not covered which leads to a Increase in the resital le6el fumctioen

1+ CO(T, 0)I'. were binary piles, oode constructed (133P for which the mlagi-

tude of this levae is an the order of 1/n 2 (Barker's code*). fRmwr, such cod"

exi~st only forna 3o 4*5,97s,119,13. For lassen's4which Arerequfrld for the

eSsential increase of: reowlying power during long plseso this levtl has a uasp-

tude 1/n, which in muay ases, is insuffiient. Tho WaY out of this "aSitiom it#

appretlyl the use of a speciall selected nonoptlwa (from the viewpoint Of

detection -reliability) piocssing of the signal during ieceptiao, thieh allos,

hamevero to lower the level of minor lobes of the fundetio of. Indeemn .

*Barkerg s codes ae aoplc&bl with continuous oissio.

* (29:,
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Another way out is the application of codes with a higher base, and, in particular,

"a quaternary code (15), which with a pulse signal allows to receive the zero "re-

mainders" of the function of indeterminacy.

"1.2.6. Random Modulation

As was shown above, the periodic modulation of a main signal leads to the

appearance of additional maxima of the function of indeterminacy IC(r, 02)1j and

accordingly to an ambiguous determination of the coordinates of targets. One of

the possible forms of nonperiodic modulation is random modulation.

The essential peculiarity of random modulation is the fact that the charac-

teristics of the main sipal also appear random. In particular,, the function

C.. -1•,) determined by the formula (1.2.2), can be considered as a certain trans-

form of the random law of modulat ion and changes, depending upon the realization

of the main signal to random form.

(v, ft) could have been moat f•ully haraoterised with the help of a multi-

dimensional distributive law, however by far. this. law is not found in all Cases .

I: Therefore, we will henceforth be lilited. to the.use o•f the simplest dharacteristics..

of the •a•nitudo interesting us -(Vi111): the mean value, dispersion, and one-

dixensional distributive law. The. modulatie Process will- bn considered eaodic

and stationary., The distribuativi laws of upiitud. and phuee.for oases of a-.

=plittde and phase modulation will be- considered normal.o

* Let us first turn to the cas. of aplitude wise modulation# For that form-

Of of mo•UlAto the moam value and dispersion of the tunction C(.. 5) ULl be in .

&caordiw•a ith (1.2.2) to be detenained by the etionsip.

4. . •(. .. 2.
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where P,(,) is the coefficient of correlation of the modulating process.

'Usually the duration of the signal T is a much longer time than the corre-

lation of the modulating process, so that the limits of integration in practical

calculations can be spread to infinity.

The modulus of the mean: value of the function of autocorrelation diminishes

with an increase in jrf and .191 and with a corresponding selection of Px (r) does

not have secondary maxima which can only appear due to random blips of the func-

tion C(r, QŽ) . Dispersion of the function of autocorrelation characterizes the

•i intensity of such blips.

The value of C(c, fl) can be considered independent at points, distant from

each other, by - along the axis g or by ŽX along the axis Q0, where is

the width spectrum of the modulating process, and T is the duration of the main

signal. For calculating the probability of the absence of blips of the function

I C(i, 0)12 , exceeding a certain level A, it is sufficient to determine the prob-

.- ability of absence of such blips at the points where the value of this function

can be considered independent for which, in turn, it is sufficient to use a one-

dimensional distribution of this function. At. a large T the real and imaginary

part of C(c, L0) can be considered distributed by normal law. Considering them

uncorrelated, we obtain for jC(i%,Q)j' an exponential distribution.

Then

where cc is taken for the oonsidered values of . and 0.

4 .long the axis 0 0 the function C(, 0) is real and :C(iO)I' is dis-

tributed ancording to ohi-square the law with one degree of freedom. At lage

A-- we will obtain
A- •

-P .'C (i./ 0)11. A)



The probability of the absence of blips on the parts of a plane (0,0f) with

the dimensions A% X AL will equal to

P (A,$, 40 1Pj i (1.2.31)

where n 2 is the number of independent values of C (c, 0) in the con-

sidered part of the plane (,0);

Pi, is the probability of exceeding level A at point J.

Using formulas (1.2.28), (1.2.29) and (1.2.31), one can determine (assigning

a specific form of the function of correlation of the modulating process), with

what values of the width of the spectrum of modulation AfJ4 and the duration of the

* sending is T ensured with the given probability of P,1  the necessary drop of the

function of indeterminacy (C(v, n~) 12 ,characterized by level A, in the region in-

*terestinig us (ArXAP.) .In such a calculation, if one were to be interested in

the order of the obtained magnitudes, the difference need not be considered between

(3.2.29) and (1.2.30), and also one should take advantage of the fact that disper-

sion of the function C(r. 0) does not depend on v outside the basic maxim=~m and

durinp real Doppler shifts slightly depends on so that in the conaidored part

ATXA can be considered constant.

Analogously consideration is given to phase noise modulation u(t) exp

for which

Oa,'fx(0j"1 -u()

where a is the coefficient characterizing the depth of taodu3.ationo

*~and p.. (s) is the dispersion and coefficient of the correlation of the rodu-'

lating process ((jO

The mean value o. C(s, Q) ,as before, is deterluined by formula (1.2.1.7),

into which, instead of pdti) one shaUld subst-it~ute, (L2.32)%

(NIP4 44*~



For dispersion of the function of autocorrelation we will obtain

Sexp f- 2a'*! [1- Pa'(,i 2 [2p" (1-
i ' e'Pl-•'*•3 - P''I T (exp (ala;,Ip, -

- p, (u+") - pu (t +- p )} - 1) et(1.234)

The probability of the absence of blips of the function C(c, f)j' in the areas of

A' X XAOi for that case can also be calculated by the formula (1.2.31). The

necessary value of dispersion of for calculations by this formula corresponds
IC

to the case of jvj,ý - for which we have

7 exp {- l 220a} P (1) e'2dt. (..5

K 'Assigning the form of the function of correlation of the modulating process p.(g)

the final formulas for all oases interesting us can be obtained.

The considered forms of random modulations, ensuring practically identical

(with an equal width of the spectrum and the time of existence) characteristics

of the main signal allow, in distinction from the usually utilized forms of per-9]
iodic modulation, to produce an unambiguous determination of the coordinates of

targets. This proximity of random modulation to the ideal, for which the function

of indeterminacy haa a single maximum and uniform "remainders" on the remaining

'7 ,part of the plane (r. 0) it is correct, certainly, at a suffidiently large Ts

A known difficulty in the practical use of random modulation is the necessity

for storage in the receiving mechanism of the developed law of modulation, and

also a lowering of the work econmy of transmitters because of the rand•" cange.

of output power by them.

1.2.7. ?4ultitrequency Signal

"la I a number of cases a totality of several signals with various carrier



frequencies is used as a main signal. Such a multifrequency signal is applied,

in particular, for smoothing fluctuations of a signal reflected from the target

which increases the reliability of its detection (see Chapter 4). In these cases

the main signal can be recorded in the form

X "t)= V2 j Reuj(t)exp (j{,t +?, (1.2.36)

where m is the quantity of the utilized carrier frequencies;

Pj is the mean power of the J-th signal;

uj(t) is the complex law of modulation of the J-th signal.

With a multifrequency signal it is already insufficient to consider the

function of autocorrelation of each of its frequency components and it is necessary

to also introduce the function of their mutual correlation

'-. C . Xei-i) +'4 . (1.2.37)

As is shown below, in the practical use of a multifrequency signal they strive

to ensure independence of the signals reflected from the target on each of the

constituent frequencies which allows to produce their independent processing (the

multiplication of each of the signals by the required signal and integration).

* The necessary (but not sufficient) condition of independence of the reflected sig-

nals is the orthogonality of the corresponding constituent of the main signal.

Fr'om (1.2.37) it is clear that this orthogonality cannot be ensured by the velec-

.tion of laws of modulation sinee the Fourier transform of the function

C.A(T, A,),-UjA+0b) is the product of the spectra of modulation of the 3-th and

k-th signals- one of which will shift in frequency to a vagnitude tl--&+Q so

that the required equality to zero of this function at j #k is attained only at

a nonoverlapping of the shown spectra, i.e., et a sufficiently great magnitude of

,, !ur- •&I .Henceforth in discussing the hracteristics of various radar system

. -'-'.. ...-



in the case of a multifrequency signal this condition will be considered carried

out.

1.3. Reflected Radar Signal

During reflection the radar signal undergoes a number of changes connected

with the properties of the reflecting objects. It is natural to distinguish the

useful signal received as a result of reflection from the target, the detection

"and measurement of the coordinates of which are a problem of the given radar set,

aand the signals conditioned by presence of any kind of reflecting objects camou-

flaging the target (passive interferences). Such objects can be the surface of

the land or sea, dipole reflector clouds, hydrometeors, etc. A number of the

general properties of a useful signal and interfering reflections, with certain

assumptions, can be considered without specifying the form of the reflecting ob-

Ject wich justifies the unification of these questions under discussion.

Let us start with a qualitative consideration of the properties of the sig-

nal reflected from the target. With this we will endeavor to establish a connec-

ti )n between the statistical characteristics of the reflected signal necessary for

the future and the radar characteristico of the target usually utilized in engi-

.neering practice.

Fi'rst of all one should note that the power of the reflected signal depends on

the range of the target and i'vs effootive refleating aurface, the frequency and

delay of signal - on the velocity and range of the target relative to the radar

set. Furthermorb, as it is known, the amplitude wid phase of the signal reflected

from the target depend on its aspect.

The dependence of the power of the echo signal on the aspect of the target

is usually in the forto of a pattern of secoudary emission, which for the majority

of radar targets at the utilized working frequencies of radar sets is strongly out

with large gaps be.weeni its extremes,, For targets of a simple gecmetric form the



pattern of secondary emission can be calculated theoretically as a result of a

•-'• ,more or less strict resolution of corresponding electrodynamic problems. However,

for real targets, to make such a calculation is almost never managed and it is

necessary to define the pattern of secondary emission experimentally.*

The patterns of secondary emission are only static characteristics of the re-

flected signal. Under real conditions, owing to the motion of the target and

change in conditions of the propagation of radio waves, the reflected signal al-

"ways fluctuates in amplitude and phase. The fluctuations, connected with the

changes of propagation conditions, are not specific for radar and we will not re-

main on them; the fluctuations connected with the motion of the target are due to

the change of aspect of the target (hunting) and the vibration of its surface.

During hunting, the pattern of secondary emission is turned in a random manner re-

lative to the direction to the radar set, and owing to the vibrations changes the

"form of this pattern, which, as a result, appears to be a random function of time.

In virtue of all the shown causes, the signal reflected from the target is

a random process and can be written as

A () Re Vg7 0 E (1) u V e~xp (we + (A)l~~i) 131

where P0 is the power of signal;

u(t) is the complex law of modulation introduced in the preceding paragraph;

* ,and a. are the delay and Doppler shift of the reflected signal frequency;

E1t),9(t1 are the laws of amplitude and phase fluctuations of the echo signal.

Formula (1.3.1) is approximate and is true with an assumption of sufficiently

small dimensions of target, when "erosion" of the law of modulation with a re-

* "flection from its separate parts can be disregaried.

An adequate description of the random process x(t) is possible only with the

inclusion of statistical theory. The fullest characteristic of such a process

Analogous pattern can be constructed for the phase of the reflected signal;
however, it represents significantly less interest and is not used at all in radar
practice.

• : . :: /. ,; * *



which at the same time is necessary in resolving a whole series of problems of the

analysis and synthesis of radar systems, is a totality of multidimensional prob-

ability distributions of the values of this process. With a tendency of the di-

" mension of the number to infinity there can be obtained the so-called functional

N,-. of the probability density representing the probability density of the realizations

of the process (see Section 1.4).

To directly find the distribution of probabilities proceeding from the real

properties of target and its motion is very difficult. It appears unavoidable,

in connection with this to uso a more or less simplified radar model of the target.

As such a model the presentation is very convenient of the target in the form of

a totality of a large number of independently and randomly (in accordance with a

definite distributive law) located reflecting elements, transferred one relative

to another and relative ta the raa set. In virtue of a central limiting theorem

"[20) the signal from such a totality of the reflecting elements is a normal random

process. All multidimensional distributions of such a process are Gaussian and

have the form

CKP Wj& XJXA}

Here .. ()J• .,.,.) is the totality of values of the process x(t) at the

considered moment of time; IR141 is the determinant of a correlated matrix composed

of values of the function of correlation RPt,% h) of the signal x(t); /jIWjAI

* is the inverse matrix of the correlation; its elements are determined by the

* "equations:

'." (1.3.3)

. where 84A is the Kronecker delta symbol:

S10 4/h.
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For detecting the elements of the inverse matrix it is convenient to use the

S..equality [18]

where (Rjl)is the cofactor of element Rjk of the correlation matrix.

In formula (1.3.2) the mathematical expectation of the reflected signal x(t)

is assumed as equal to zero. This is observed in the case of a small change in

the average density of reflectors at an interval equal to the wavelength when for

!i the phase of ? (t) it is natural to obtain in the interval of (0,2n) a uniform dis-

tribution of probabilities.

Use of described model of radar target is justified by the fact that in a

large number of cases the target has dimensions significantly exceeding the wave-

lenrth due to the fact that in calculating the signal reflected from such a target

it is possible to use the geometric optics approach. Taking this into account,

the signal from the target is considered as the sum of signals from separate

"bright points" on the surface of the target. The number of these points for tar-

pets is usuallyvery high, and their mutual location changes in a very indefinite

manner depending upon the aspect of the target so that it can be fully considered

random. Results of experimental determination of a one-dimensional distributive

"law for a signal reflected, for example, from a flying aircraft showed that this

law sufficiently accurately approximates the normal. Width of the spectrum of

"" fluctuations of the echo signal has an order of ten cycles per second [193.

The. assumption of normality of the reflected radar signal is still justified

"* to a large degree in the case of interfering reflections fro. the earth's surface,

" the clouds of metallized dipoles, and similar objects, since inthese cases the

number of randomly located elementary reflectors forming the ý,fterering signal is

- very large.

In order to completely characterize the normal random process which we will

consider a reflected signal, it is sufficient to find its function of correlation.



Let us calculate the function of correlation for an arbitrary totality of

reflecting objects, and then specify the obtained, result for a useful signal and

passive interferences (interfering reflections). The calculation of the function

of correlation of the signal, reflected from passive interference, for a number of

particular cases is made in [1, 9, 20]. The calculation below of the function of

correlation of the reflected signal will be made in a more general form so that

the obtained results are useful for a large number of possible cases.

Let us consider at first the cases of single-frequency operation. A signal,

reflected from every elementary reflecting object, is delayed at the time of

propagation of the main signal with a modified amplitude and phase,-and can be re-

corded in the form

where dI. pI, % are the sphe~rical coordinates of the considered reflecting object,

* taken from the antenna of the radar set;

P. is the emitted power,

o is the carrier frequency;

Iis the %avelength;

0., Gs are the gains of the tranoitting and receiving antennao;

oi is the effective reflecting surface at object, neutralized along

all possible orientations;

g(•, fi, 1) is the product of standardized coefficients of the directivity of

the tranemitting and receiving antennas.

Substituting into expression (1.3.4) the value of these functions at the ane

moment of time, we will disregard the displacement of the receiving diagram during

the time of propagation of the signal.

The coefficient so(t) takes into account the reflecting properties of the

In 4 . 4.,e. .
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object at the considered frequency at a given moment, Isi(t)1-' the relation of the

effective reflecting surface to its mean valueand sl(t) characterizes the phase

shift during reflection. This coefficient takes into account also the polarization

properties of the reflecting object and is different for antenna systems with a

different polarization. The change of sl(t) during the time of propagation was

disregarded.

The signal from the totality of reflectors x(t) represents the sum of the

signals xl(t) all along 1. The upper limit of this sum (the number of reflectors)

N can also be a random function of time (for example in examining the signal re-

,. flected from a strongly intersected site or the signal reflected from a cloud of

dipoles when formulation of interference during observation is continued). How-

ever, usually during the time of correlation of the reflected signal N changes

little, and this change practically does not affect the results. Therefore, we

will not consider it henceforth.

Considering the above marked equality as a zero mean value of the reflected

signal, and considering the position of the reflectors as independent, for the

function of correlation R(tl, t 2 ) we obtain

N"'"° R(I,, t,)=-Re FPl(t, 0I, t,)g (?', J10 O•SIV,)$,(l,) X

where'-"" ' . __ 2Po*'OOge

*.0 dl, ?I, O are the coordinates of the reflector at moment tl, and d, 9, ,

at moment t.6

Averaging in (1.3-5) should be produced by the random variables

A Ldr, d o'# ý ,? ,, Sl, , $ (11) S: (t0) .

In order to obtain a simpler expression for R(t 1 , t 2 ), let us apply the

following additional conditions, usually done in practice:

-e4



1. Let us disregard the change of angular coordinates during the time of

correlation of the reflected signal, considering that during that time the re-

flector is displaced by a small share of the width of the pattern of directivity.

2. Let us segregate and consider separately two components of the motion of

every reflector: one, that connected with the motion of all the totality of re-

flectors on the whole, and the other, that connected with the random transferences

of reflectors. We will consider that the regular motion occurs with an unaltering

"radial speed of u(qj) during the time of correlation.

With this

where Ad, is the random transference during the time of At

* 3. The random transferences and changes in the orientation of the reflector

will be considered independent of its initial position. Moreover, the relative

change of d1 during the time of correlation of the reflected signal will be con-

sidered low.

4. Differences in the regular radial transferences of reflectors striking

the antenna beam will be considered small as compared with the interval of so-

lution with respect to range. This will allow us to substitute into the argu-

ment u 2- ) the magnitude d,=d,--v.(t,--t) ,

where vs is the mean value of velocity for all reflectors 0(0 0).

5. The properties of all reflectors will be considered identical.

With the assumptioils made, averaging into (1.3.5) should be done bydi. 71. 6j, Adj

and by st (ti,). . Averaging by di, f, 01 reduces to multiplication of the

B sum by the probability density P (d, j, 1) and to the integration all along the

space. Moreover, in virtue of the identity of the terms under the integral there

will enter the magnitude AP (d, T, 4)=n (dT. ',) representing the mean density of

the reflectors at the point (d, T, 4) at the mument of time t 1 . As a result we

<9//



obtain

R(,I )=;Re P~vddqSdfSd sin n ( ~d Ug(, 0 , ) g, ,4X

0 0 0
Y Ud •" t - 2d .. 2v. -I.M* 'l.-,

•. X $ () S" V.) e

I f in the considered totality there enter reflectors of various ferms, then

all the results will remain correct, but (1.3.5) and (1.3.6) should be smnmed

through all the varieties of reflectors.

In the obtained formula it is convenient to join all members, independent of

the law of modulation and determined by the character of fluctuations, conditioned

"by motion of the reflectors relative to the radar set and the rotation of the

* antenna. With this (1.3.6) is rewritten in the form

R (It. Is) =Re e'O R* (z; t' t)u (11-z)X

whereRi;1,x [i-+ !(-)d. ,,)

X 9001 41 4) e~ ()()e
In the expression for R94a; 4,, 12) it is convenient to separate a factor [we wii"h

designate it by a(2) 3 determining the distribution of the intensity of the re-

fleoted signal by the values of lag zt th. coefficient of correlation of Pguotu-

V.ation P(z.t;, t, ) [conuidering that f~~1 tj) '- 1 , which in a general "ase cam

also depend on zn, and the factor e*-p(1oxz() 0I2-0)) the index of which chaz'acterizea

the magnitude of the Doppler phase shif~t of the reflected signal corresponding to

the interval of lags 4z, z+dz) *Takcing into account these designations, instead

of (1.3.6) we obtain

R Is) R<,e ( r 1

': - • o,-0 (1..3-7)

X .... Z)I(• At' 14 z + It, fil"h 14-te



Presentation (1.3.7) of the function of correlation of the reflected signal

is very general and correct, in particular, at noncoinciding positions of the

transmitting and receiving antennas. In the just now considered case of coin-

ciding antennas the coefficient of correlation r and the Doppler shift ( do not

depend on z.

The coefficient of correlation r(z; t1, 12) takes into account the dependence

of the fluctuations of the reflected signal on random and regular dislocations of

reflectors and changes of their orientation relative to the radar set, Using

(1.3.7), it is possible to specify the form of the function r(z, fl, f2) for

various particular cases of the distribution of reflectors in space (targets of

different construction, a three-dimensional cloud of dipoles, terrestrial surface,

a etc.) and the law of motion of the antenna.

Formula (1.3.7) can be generalized without much trouble in the case of multi-

frequency emission with the arbitrary laws of modulation on each of the carrier

frequencies. Repeating for that case the conclusion of formula, (13.7)and con-

sidering for simplicity the reflecting properties of objects identioal for all

utilized frequencies, we obtain .

"X as ,(t M: t,-o + •(1.- ) di.

where at1Q is the law of mdulation of oscillation with the cawer frequen Wi.

, Usually in practice with multifrequency work the .utiied frquencies ae spaced

sufficiently far apmrt , so that thwe orreoponding reflected signals awe atatisti-

Scally independent. Such a seletion of the working frequencies allows to receive

a gain in range of detection of the target and to it ove the quality of selection

of a moving target on a background of passive interferences (Chapter J4)# Yomtla

(1-308) a.Uwes to formulate the conditions of independeinte of the. renlete" sigals

havi.g a lArge.prictical value.

. '%', .4. - A
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As can be seen from (1..3.8). for the conversion of any componera4 from

J =# k to zero is sufficient, so that the wavelength of the separation frequency

- was small as compared with the interval of noticeable change

s z) r(z# 1,. t,) and the separation frequency ~wj~-~ was small as compared with

the sum cf the widths of the spectra of modulation of J-th and k-th signals. In

using continuous emission without modulation Mi (M _=i (1) W1 , and the degree of

correlation Of signals is completely determined by the relationship between 2j)

and the extenat of totality of reflecting objects with respect to range. The same

is obtained in the case of a wmall dimention of the source of reflection as com-

pared with the intervals of solution in range, corresponding to the considered

signals. Moreov4r, ,U) -~ '-.~ f caii be carried out in

(1.3.8) after the integral 4sign.

To the condition of independence of the reflected signals can be added the

following graphic formulation: the reflected signals ars statistically inde-

pendent in the case whomer the wavelength torrenponding to the separation frequency$

is. =nall comared with the axtent of the considered'reflecting object in rams.e

.(with a given a"peat of it relative to the radar seat) or with the extent of 3i1-

~svas f eoltincorspop ing to the laws of modulation of -the considered.

Let. V- define concretely the obtained generl, relationships for the. casse of

signals reflected from the target and interfering with the reflections., The

dimensions of target we will. heneftorth aset* =all -as. compared with. the width of

the pattern of directivity of the antena, as wel a compared with the extent of

the intervalA of -solution in rage iad we 1.fl dirgr the diffusion of modu.-

lation of the reflected signal owing to the ostent of the target. Ftart~hstuore

in toost. casws we- will disregard -the distortion .of the modulation. of the reflected
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The function of the correlation of the signal reflected from the target is

recorded in the form

R.4(. ts) = Re P. g(?., 0., so) g*(y 0 , U,)u (t ) 1 ,-i)\
-•::-•" ~~~~~~~Xpe t, - €,) e '"+• " o ..

- where p(t, -t4) is the coefficient of the correlation of fluctuations of the re-

flected signal;

"Pc is the power.

, *. The factor g(p*, t*, 1) in resolving a number of problems can be included in

*••. the law of modulation of the reflected signal n (t--).

In this case the function of correlation during multifrequency emission will

be converted in a similar manner

I. h A•iU•.... Uslt, t,) Re• g ((., 0.. to)g' (T, Q., t,) x

)(X Ui (t,- ,) u: (to -)pM ' (-7' -' *"+"J 4-' ) 9 lt -t,), (1.3p10)

.. where P(I,- -1) is the coefficient of the correlation of fluctuations (exemplarily

assumed as identical to all the utilized frequencies);

ux is the Doppler shift of the j-th carrier. frequency;

_I Aj is the amplitude of the 4-th retlected signal.

*,' .The coefficient PM determines the degree of correlation of the J-th and k-th

signals

Pk = (r). (,, (/h• dr, •d,

where ,(r) is the distribution density of the reflecting surface.

For. interfering reflections from small-sie objects (henceforth we will call

*i such objects discrete interferences or interferences of the type "interfering,

false target") the function of correlation of the reflected sigral can alsobe re-

corded in the form of (1.3.9), (1.3l10).
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There is significant interest in the case of a slow change of the function

W a(z) (z) r(z; ,. ) eI"•: e Jte-t, corresponding to extensive passive interference.

Physically it is obvious that this case is the most complicated from the view-

point of protection of the radar set from the influence of interfering reflections.

Therefore, an analysis and synthesis of the means of protection from the inter-

ferences under consideration in this case correspond to the minimum approach en-

suring the best effect in the worst case. The practical use of the results of

synthesis does not require a knowledge of the distribution of elementary reflec-

tors in space which profitably distinguishes the given case from the remaining.

In the case of extencive interference, the expression for the function of

correlation ctn be simplified considerably. If the main signal is a multiple modu-

lated single sending and f(z) changes little in the interval equal to the dur-

ation of the sending then from (1,3.'/) we ob. an

R_ (tv, t,) R Re o (t&) r (VA: is$ i) TrOCc (2( -t,)J (4"t*S,. (e.3.12)

* where 1 i3 the Doppler frequency of interference;

* C(O) is determined by the equality (1.2.2) 2= -+ .

The factor t .in this formula takes into account the distortion of modulation

owing to the motion of the target. Usuadlly they are sufficiently weak and their

-consequence need not be considered. Calculation of these distortions will be

given In Section 4.9.

* If u(t) is the periodic signal, then for obtaining a formula, analogoiu to

(1.3.12), it is sufficient to require a wmall charge ol f(t) after the duration of

the period, and in the case of stationary noise modulation of the rin. signal -

during the time of, and several times wmeeding the time of correlation of the

" modulating random process. Moreover, in accordance with (1,3.7) a-M (1.2,21)

4 .. R,4-.4.• •'C 1 i, •.,) ,,"

R% V R6 C(
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As can be seen from (1.3.12) and (1.3.13), in the case of extensive passive

interference the transience in dependent only on the presence of the factor r(z;1,,A1).

Returning to formula (1.3.5), it is easy to perceive that r(z; t0,t2) depends not

only on the difference of tI and t 2 , but also on their absolute values which are

connected with the change of position of the pattern of directivity. In the mode

of detection the position of the pattern of directivity usually changes sufficiently

slowly. During interference extended at angles, r(z;t1,,2) can be considered as the

slow function of tl, which diminishes sufficiently fast with an increase of i&-1t:1.

Henceforth, we will consider this assumption to be carried out. Moreover, as

follows from (1.3.12) and (1.3.13), the signal reflected from extensive pas6ive

interference can be considered a quasi-stationary random process. In Chapter 4 it

will be shown that for use in problems of analysis and synthesis of results ob-

tained for stationary interference, it is sufficient to require a smallness of

change of f(z) in the interval of solution in range.

Iii the case of extensive passive interference and multifrequency emission the

above mentioned conditions of the independence of reflected signals, corresponding

to various carrier frequencies, coincide with the conditions with whi.ch the se-

parate reception of these signals is possible (1.2) and are always satisfied.

Therefore, the function of correlation of~the reflected signal in this case is the

sum of the fwnitions of correlation of the separate constituents.

It was earlier indicated that the normality of the reflected radar signal .s

based on the presentation of the target in the form of a totality of a large number

of randot, transterred one relative to another, "brilliant" points. The parameters

of a ,ormal. random process utilized for a description of this signal depend, nt-

urally, on the aspect of the target since with change in its orientation relative

to the radar set the quantity And peculiarity changes of those "brilliant" points,

which participate in forming the echo signals. In moist caes t.he target (for ex..

ample an a.i~cft) for the duration of a long .nterval of time does not practioa&W

4,. *4 4 *4 4 . . ,.-. . . . . .



changes its orientation so that the presentation of the reflected signal in the

form of a normal random process with fixed values of parameters is comprehensive.

.In some cases the target in this sense is not stabilized and participates in com-

plicated rotations (for example artificial, earth satellites). Morsover, the re-

flected signal for every orientation of a target, as before, can be considered

normal, but the orientation of the target itself is random.

Usually the rotation of a target is rather slow, and in a number of cases

after intervals of time the parameters interesting us of the normal random pro-

ac cess (echo signal) practically do not change, although they remain indefinite.

In connection with this in calculating the characteristics of radar systems working

on such ballistic targets it is possibl% as before, to use an idealized reflected

signal in the form of a normal random process neutralizing then the calculated

characteristics of the radar set, taking into account the probability of the

various target orientations. With this neutralizing, if the form of the function

of correlation of the echo signal practically does not depend on the orientation

A • of the target it is sufficient to limit ourselves to those of its characteristics

as the probability of the various magnitudes of the effective reflecting surface

which determines the intensity of the reflected signal.

The above conducted investigation of the charaoteristics of the reflected

radar signal is connected with those of its changes which are determined by the

process of ret.lection from the target. With an incoherent pulse signal there are

still additional random changes of the echo signal connected with "jumnps" of the

initial phase of the high-frequeney filling of adjacent pulses of the main sigral.

In connection with this the distribution of probabilities for an incoherent echo

sigfnal, Considering its change from pulse to-pulse, .is not normal. This question

will be considered in more detail in the chapters devoted to the calculation of

the oharuateristioa of incohaet radar systems.
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1.4. The Received Radar Signal

The input signal for different radar systems (the received signal) is a

mixture (sum) of the reflected signal and set noises of the receiver, converted

in the input of the system. Into the received signal one should also include

various interferences inevitable under real conditions of the use of radar sys-

tems.

Earlier it was indicated that in many cases the reflected radar signal is

subordinated to the normal distribution of probabilities. Set noises, as it is

known, in most cases can also be considered as normal and "white" (having constant

spectral density of N within the limits of the band pass cf the receiver); also0

normal are many forms of interfering signals including such wide-spread forms as

active noise interferences and reflections from passive interferences in the form

of a cloud of dipole reflectors and also reflections from the earth's and sea's

surface. In virtue of the circumstances presented, the received radar signal is

frequently a normal random process. Its mathematical description is given as

also for a reflected signal, by the multi-dimensional probability of density of

the form (1.3.).0
In distinction from the reflected signal the correlated function of the re-

ceived signal clearly determining the distributive law of probabilities, is the

sum of the correlated functions of all constituents of the signal. Henceforth,

in the mathematical description of a received aignal y(t), besides the multi-

dimensional probability density, there will be widely used the functional of the

probability density which is obtained from the n-dimensional probability density

for the values of the signal at zaomnts I-IJM (J-1. , 2, ., n) as a result of ma:%amm

transition during at-.6O and n- .o • Let us consider more specifically this

functional and its properties.
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Limit of the index of exponents in (1.3.2) is easily calculated

r, r r
4I.1".W-. t,. ) Y(tYI(t,)dt,.

where

,- Y = l/ and V(ta, ts)=Mi V(J.U. k&
-•a"-.'.

The functional of the density of probabilities is recorded thus:

- Equation (1.3.3), determining the elements of the inverse correlated matrix,

can be written in the form

i*1I

converted at Al -o 0 and n- *c into ah integral equation

itR(S,. 8)VW(S. tt) ds 1(1,ts,-)(..)

-where (t is the function of correlation of the:rceived signal, equal to

X+(1.43)

*'• Here No is the spectral density of set noises of the receiving mechanim.

* The factor 14=Ilm in the expression (1.4-.), in general, is

infinitely large. However, in Leinolving practical pmoblems, this ircumastance is

A.. immaterial since in the synthesis of measuring radar systems we use (Chapter 6)

the logarithmic derivative of the funetional of probability density, and in syn-

thesis of radar eptam of detection (Chapter 3) - the relation of these

.-.. b & *.. , - 4 " , 4 ,44 .4'4-• ' e . 4



functionals. It is easy to verify that both these functions are finite.

The logarithmic derivative of the functional Fly(t)] by the arbitrary

parameter ). is determined as the sum of logarithmic derivative Ko and the deriv-

ative of the index of exponents in (1.4.1) by this parameter, which physically

can be range, velocity or any other coordinate of the target.

For 0tnIRjtI we have

*. ... +Rj.

IR*R ..R. R" I C R

.+ I :"-. j R,(R)+

.:+• ,las+h . + j . (.)

Here (Rik) is the cofactor of the al*ot Hj; the dash signifies the differenti-

ation on the parameter A.

As a result of maximum transition at n ao andh at Owe will obtain

-: :'~~XW (it. Q,)asi,. •..,dtnI(, ntRj•

whwe* the functio W(tl, t 2 ) is deteriniod by equation (1.4.2).

Finally, for the derivative on the parameter A from the logarithum of the

II

: functional FCy(t)j we have

r( r

Oki I. (A ..

g(4)yQdI~All



Formula (1.4.4) easily allows to establish the finiteness of the relation of

determinants of correlated matrices for two arbitrary normal processes. In the

particular case interesting us, pertaining to the problems of detection, one of

the considered processes is the arbitrary interference with the function of cor-

relation R,(t., t2) and second is the sum of the useful signal and the inter-

ference with the function of correlation, which can be recorded in the form

..Rc(t, t2) +Ra(t,, t2). Moreover, we are interested in the determinant

-Xv. l#.() -' Rlj,,l __ ..- Ia+R A- -U• IA•cJ,+1?ujaI --IAc, + RujaI W,•, - (l.4.6)

where IIWUJAll is the matrix, the inverse of LR.RjkAI ; and

Qjli aRcw.

*-i In the limit at At-•0 and n-ceo we obtain

Q(1,, t,)= lim Qj,=. f RC(11. s)Wu(s, 18)ds.

Applying to the determinant IBjk (I)l the formula

= ,dl exp dA ,, -- R 'P .. 8)

which follows from, (1.4.4), where

*m we have

whereby for W', the equation is correot

Changing to the limit at at.. 0 and n-. oo we have

B" l) = lo l i( 1.14"9)



where V(t,. t,)---liiu !_
at

and there is determined from the equation

.)+(tj-s V)V(s, tI) ds =8 (t-I), (1.4.10)

which can be rewritten in the form

•:•:-:,: .. •.s)V(s, t,)ds= L (t.--)-.-VQt , t,)JO(t, ,)tO. (1.V.1.)

Comparing (1.4-.9) and (1.4.11) and consider-ing the symmetry of the matrix

i .... I , we see that

B(1)=exp -1418(I .odt} (1.4.12)

and the function O(t,, t.) in accordance with (1.4.10) and 1•.11) is determined

by the integral equation

I*(ts, ta)+2 aQ0S)(s. Q)ds=Q (ti,).(41)

Formulae (1.4.12) and (1.4.13) allow to find the limit of the determinant of the

matrix of the form (1.4.6). Thus, the relation of funetionals of the probability

of density of the received signal with the absence and presence of tho useful sig-

nal is obtained by the application of the obtained formula.

All the expreseions connected with the functional of the density of prob-

abilities are easily generalised by a muiti-dimensional c"ae Where for some re-

solutions of the parameters of the target it is necessary to use m signals re-

coived on independent Channels. These problems will be considered in Chaptor 100
and 12, devoted to multi-dimensional measurments.

*1J5. Jmawn In Radar

Under the conditions of the practical use of various radar systems an essential

role is played by their noiseproof featurqwhich in many cases predetemines the
* **



possibility of fulfillment by radar of problems placed before it. Jamming in

radar can be created naturally and artificially. Natural jamming includes, in

the first place, set noises of the receiving mechanisms, and also reflections

from local objects, the earth, and sea surfaces, galactic noises, and other fac-

tors, which are connected with the peculiarities of the construction of a radar

set and the conditions of its operation. Here touch the so-called mutual inter-

ferences connected with the presence in space of the simultaneous emissions of

many radar stations. The main forms of natural interferences and their charac-

teristics were briefly described above with considerations of the properties of

the reflected and received radar signals. Here will be cited that which is nec-

essary for the further information on artificial interferences especially created

for jamning the normal operation of radar stations [l, 21, 22, 23, 76].

Artificial, specially organized interferences by their own character can be

active Lnd passive. Active interferences are created by special jamming trans-

mitters, passive are the result of the reflection of a main radar signal from

specially fixed reflecting objects. Let us first consider active interferences.

According to target designation, active interferences can be divided into

spot and barrage. Spot jammings are tuned to a fixed frequency, have a compar-

atively narrow spectrum and are intended for the suppression of separate radar

sets. For the creation of such interference, preliminary and sufficiently accur-

. ate intelligence of the main parameters of the suppressed radar set is necessary

in connection with which the corresponding Janmuing, equipment should be Joined with

the reconnaissance receiver. This form of Jamming is intended basically for !M-

dividual radar protection of an object and allows to create the nezessary excess

of level of interference above the reflected radar signal even for stations with a

small operating range. Barrage jammings cover a sufficiently wide rankle of fre-

quencies, do not require accurate reconnaissance equipment and oan simultaneously

jam several radar stations. Barrage Jaming can be used for individual protection

Q.,



as well as for radar cover of a group of targets with the help of special pro-

ducers of interference.

The important forms of active interferences are noise and reciprocal (relay),

Interference in the form of continuous noise signal (amnooth" noise interference)

is able to disturb the operation of range measuring mechanisms. For increasing

the effectiveness of noise interference in reference to goniometrical radar sys-

"tems it is necessary to increase the spectral constituents in the areas of possi-

ble scanning frequencies.

Henceforth, for noise interference there is taken an idealization in the form

of normal white noise which is justified by the fact that the width of the spec-

trum of noise interference in most cases significantly exceeds the bandwidth of

the input circuits of the receiving mechanism. In accordance with this ideali-

zation the noise interference will be characterized by a single parameter with

a spectral density of N,

Reciprocal active interference controls the main radar signal•o Worresponding

jaming transmitters either overradiate an intensive and, especially, a thorough'y

modulated signal of a radar station, or axe triggered by this signal. Reciprocal

interference can have a pulse as well as a continuous character, and can be either

single or repeated (with "multiplication. ). Transmitters of single reciprocal in-

terferences intended for 3wning autotracking systems can give signals modulated

in addition by amplitude or lag time. Multiple raoiprocal (limitation) jamning

is applied against radar detection seta. Such ja=nm g areates false blips on the

radar screen, which can mask a group of targets proteeding from behind, and a

pulse repetition period solected in the appropriate way - And a pr•ucer of inter-

ferences. Tranwdittero of feciprocal interforence are distinguihed by sEimplicity

"mall deaUq time of relatively useful jaming nignal, br -batnueas, =all re-

covery time and, as a result, the ability to simultaneous jam many radar Otations.
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Besides noise and reciprocal Jamming, one should note also pulse jamming

with a regular period of repetition (interference of the type "railing") and

random pulse jamming (RPJ) with a random repetition period. The amplitudes of

pulses of interference will be considered constant, and their duration -- of the

same order as the pulses of a useful signal. Considering the average porosity

of random pulse jammng •=. where v is the mean frequency of the appearance

of interference pulses, significantly larger than one can be taken for the prob-

ability of appearance of n pulses of RPJ in the interval of duration T of the

*• Poisson distribution

P (n)- exp

At large v, when Vrr is comparable with one, should consider that physically,

pulses of RPJ cannot be overlapped. Then the full probability, 14dt of appearance

of a pulse of interference in the interval of (t, t + dt) is equal to the product

of the probability vdt of the appearance of a pulse in this interval under the

condition that in the interval of (I--,t) the pulses of RPJ do not appear on the

probability of this condition. It follows from this

Therefore, in the case of large -v it is possible to use distribution (1.3.1),

taking instead of v the equivalent mean frequency p.

The described formc. of active interferences can be created practi~ally in any

of the presently utilized bands of frequencies and act either constantly or inter-

mittently at definite or rand moments of time,

'By passive interference we will mainly mean dipole reflectors from various

materials. Reflectors are made up into packs which usually contain ten thousand

dipoles. The dimension, form, and material of the dipoLe is determined by its

basic oharacteristicas the neutralized effettive refleoting surface, polarization-

of -the signal reflected from it, the rate of descent, the coefficient of adhesion.



The effective reflecting surface of one half-wave dipole is estimated by the

formula O,18X2  where ). is the working wavelengbth. The coefficient of adhesion

E estimates the decreaae of the nu~mber of effective dipoles owing to adhesion and

the breakdown of the reflectors with aperture of the pack. An Iimportant char-

acteristic of passive interference is also the time of dispereion necessary for

full "development" of a cloud of interference after aperture of the pack. The

signal reflected from the cloud of dipole reflectors will be considered a normal

* random process. The form of its function of correlation is presented in Section

* Equipment for passive interference consists of automata for discharging the

* reflectors and also special equipment for r-aising, the interference in front, on

ý4 the side, and to the rear of the covered object,

An important form of interference is also the so-called false targets -which

* fulfill a misinforming role and are in contrast to the method of coarse force

(superpowerful tranwnitters of active interferences, "dense" clouds of dipole's of

a large extension). In a nkumber of cases, as a meanis of oreatinE faloe Varg-*V&,

there can be used active and pasdviv intarfe~rences -- tranwt'ewftors of rtciprocal

(imiatio) jmmin, 15t41 separately located cioud ofdpe reflectoraMs
forth, Along with this there can be apypli!ed spociai otxIu.ixent deo("dr

tape")) which will. car pca eqipen siuaigth coegmd frcnn A

target.

IIn this chaptor we onted the ai eu,Mrt Vterttvie o rt aritr43 upplied
*laws of modulation, of the rvasn radar e~u.the fluctuating pr~oprt iLeo of the

reflected Mgaitp , Wndalo poo-~ieb" int~rterewxnt.*

IVery importait for the future is athe:- proot;atio- a the e cho s jno 0., 1 iu n

a series of incidenta, the ontire. oijgsl reeeiýV 4d in J rn tort fOM f j4 nrIt raidom



process. Since this presentation Corresponds well to the essence of the majority

of problems found at present In radar, then it limits little the community of the

below obtained results. Some of these results, as will be shown in subsequent

chapters also pervade signals not subordinated, in general, to the normal dis-

tributive last of probabilities.
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ChA PTER 2

TTHE INFLUENCE OF SIGNALS AND INTERFERENCFS ON TE"' ELYMENTS OF THE
RADIO RECETV1&R MECHAN~ISM

2.1. IntroductolRemarks '

The radio receiver mochanism is an obligatolry oomponent part of any radar.

set. Moreover, within the ..limits of one radar. staticn the same receiver is

**. frequently used to perform the wost diver'se functions connected with detection,

the measurement of coordinates- and trauking of any target parameter.

. --The -receiving mechanism, to a great degree, -is subject to tho irfluence of

interferences of a distinct- form and fluctuat•ons )f the signal refleated from

the target, whereupon it wia.t convert the si&ual and interference in such a way

that their characte.'istics"at the output appear to be signifidCntJy modified and

dependent on the selection of parameters of the receiver,. Tberfote, durx'ng the
analysis of systems of radar detection and i;eagurewMent it is nt,,,aury to know

the characteristics of slgnals-and :nterference at. the outpul of the receiver

or its separate elements.

The receiving mechanisms differ, dapending upon the functiona perfo,-ed by

them and the form of the received signal. Thuso, there can be raceiveri of

coherent and incoherent, pulse and continuous signals. Of courae it ia difficult

to describe alJ the pos.&ible iwodfications of the cicuits o.f rooeiviti mecanis.

• ,: The oircuits applied in various chaniels of the rad~x set will 'be given in oubse-

quent chapters. However, in spite of the diff cernve of forms of receivers imay
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elements from which they are constructed appear to be identical and change only

in their requirements. We will dwell briefly on the elements of the receiver.

They include the input high-frequency mechanisms including the waveguide channels

and preselectors. Many modern receiving mechanisms have high frequency amplifers

built on the basis of parametric amplifiers, molecular amplifiers, or traveling

wave tube amplifiers. The obligatory elements of radar receivers are mixers,

*,-:.j in which there occurs the conversion of the signal spectrum owing to the inter-

action of the signal and heterodyne voltages. The essential peculiarity of

coherent signal receivers is the fact that the voltage of heterodynes is rigidly

. conn.ected by phase with the main signal. Usually this is obtained by the fact

that the heterodynes and the transmitter of the station have, as a general source,

- .a quartz generator. Besides this, the application is possible of a coherent

heterodyne phaseing from the transmitter. In incoherent reception such a rigid

connection between the main signal and the heterodyne voltage does not exst and,

as heterodynes, in this case: klystron generators are usually used.

The majority of modern receivers have intermediate frequency amplifiers

(IFA). The exception constitutes receivers of a direct amplifier which in radar

are applied comperatIvely i arely in view of their low sensitivLty. In incoherent

pulse receivers the pass band of the IPA is aelected in accordance with the

spectrum of received pulses (or wider). In optimum receivero of a pulse coherent

signal, as one will see below, tUhe IPA should consist at minimwu of two amplifiers.

The first wwplifier is a wide band, and in it is carried out the gating of the

signal. The second aipli fier is a narrow band with the pas. band coordinated

with the spectrum of t'luctuatioua of the received signal.

After proceeding through the IPA the signal ia detected by a second detector

and proceeds to the input of the video amplifier in pulse incoherent receivers, or

the low frequency amplifier in coherent receivers. From the output of these

""aplifiers the signal proceeds to various channel of the radar setj intended

0-



for the detection of targets, range measurement, angles etc.

In radar sets using for the measurement of angles the principle of instantan-

eous amplitude comparison of signals., the receiving machanigm usually consists

of three identical channels. Signals from the output IFA of these charnels move

, .. ~,' to the phase detectors, in the output of which are produced voltages proportional

. to the angular displacement of the direction on target, relative to an equisignal

direction. Phase detectors are also applied in the channels of measureement of

velocity of a target of stations with coherent exmission and in autofrequency

control systems.

Finally, the majority of modern receiving mechanisms have a s-,em of auto-

matic gain control (GC). For the variouR types of receiving mechanisms the system

of AGO can be accomplished differently. However in investigating the influence of
the AGC system on the characteristics of a signal, the receiving mechanýsm with

AGO can be represented :i the form of an equivalent diagram which is comuon for

many cases.
It io advisable to p im&in -aAly expound the piobleLt of the action of sipals

and intorfarences on tho e onweated olemuat, s oW6 the radio reueiving meohatiam,

ina.much au they, are eosmmn fog' th.-majoity oi' t ctma.terý, 1thho)

it is uaeful to "ointrodce tm idea.f th"

eldent. of t reiving•de wxr .stipt.kat, ths l44uofi f . o"th.

in ordar to thtn videly -•i.e- 1duh imA1'Iad-eharuti .k.. Tamw prrb leaif ate

the eontoklts ef tho pr~tn)O capt-er. Ciri~ y it 1: "'! -nd~ a t be a

full account of all thia ro.h.lmm of tho 4 . .. nte Anl•. of on eievjig

mochwisuns, In ri g r tvi-1•1n All .n itrt.y-teaitod by

wth fa.c t Ot lin reference o w theo "p L , 0 1 ohe

taken are too rough. lfowover . one •abou ld•. % d,:. (h4e t -Tr.quOd-'0 tblo"" 1-'l dond
for the purpoue of ,iiaplifyinxw • -h yei t o iad . on tihe oho lt which

is conducted in taboequcgit chaptor•. L.t u1- note. that the .i'atortal pnt4 •

ew a 4v tath aoilpoineow
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represent an independent interest under the influence of interferences jointly

"with a useful signal at the receiving mechanism.

In the account are widely used the results of analysis of the influence of

random processes on the elements of radio reception mechanisms which are contained

in the works of V. I. Bunimovch [241, B. R. Levin [17], S. 0. Rays [25] and

others. In view of the limits of volume, detailed mathematical computations are

lowered, and only the final expressions are given and the method of obtaining them.

Along with the already known results, in the chapter is contained the original

material relating to the problems of the influence of random signals and inter-

ferences on the receiving mechanism with automatic gain control.

Before going to an analysis of the passage of signals and interferences through

the separate elements of the receiving mechanism let us consider the problem of

noises in the receiver.

2.2. Noises In Receiver. The Noise Factor and the Effective
Noise Temperature of the 1Reoeivin Mechanism

Since noises are of a wider band than the receiving mechanism we will hence-

forth consider that in the input of the ideal receiver there takes place a noise

Svoltage idealized by white noise. Then the only characteristic that will be

necessary in subsequent chapters is the spectral density No of this equivalent

noise converted to the input of the receiver. In order to find this characteristic

let us consider the cause of the appearance of noisee and the quantitative ýhar-

acteristics of noise. First of all let us note that if even the receiving mechanism

itself wa ideally noiseless, in the input of the receiver there would take place

a noise voltage. The causes of the appearance of these input noises will be

indicated somewhat below. Since the receiving mechanism itself is imperfect and

creates additional noises, then noise voltage in the output of the receiver will

be determined by input as well as set noises. If the receiver does not contain

low-noise high frequency amplifiers then the noise voltage determined in the



output will be set noises.

In order to quantitatively estimate how far a real receiver differes from

an ideal noiseless set there is usually introduced the conception of the noise

factor of a receiving mechanism.

The noi.se factor F of a certain linear quadripole is called the number

showing how many times the ratio of signal to noise, by the power on its input,

is larger than the corresponding ratio of signal to noise in the output,

F.

.(2.2.1)

where is the ratio of signal power to noise power at the input in the

quarlripole-pass band;

PC P is the ratio of signal power to noise power on the output.

"From the relationship (2.2.1) it is clear that for an ideal noiseless

Ug quadripole the noise factor is equal to one and for any real one F>1.

Lot us represent the receiving mechanism in the form of series connected

quadripoles which accordingly have the noise factors: F, F2 9 F P3 ... It the

loads of tho quadripoles are coordinated,, then for the noise factor of the reoeiving

..- ahn.e uism it ia simple to obtain the following relationship:

(2.2.2)

"where G1 and G2 are Lhe ainlificaimi factors of quadripoles by power,

F.oz the obtznod eaproesioit it is clear that it the receiver has a high

, frequency amplifier with a large aoplification ft.otor, then its noise fUctor

, ,.," will be bsically detehlued by-tie set noisea of thi Alirier and he Iu t

"" '•___ ___irouits."

However, receivers of the uicirowave range frequm tly do not have high

frequency a*pLifierv. in auch receivers the tirut inteWre noisy elfmt t vWii be



the mixer, the second--the intermediate frequency amplifier. Noises of the

mixer are composed of set noises of the crystal detector and heterodyne noises.

Usually the noise properties of the mixer are assumed to characterize the

relative noise temperature

where T1 is the effective noise temperature of the mixer;

*• T is the absolute temperature of the elements of the receiving mechanism;

G, and F, is the transmission factor by power and noise factor of mixer.

Then the noise factor of a receiver will be recorded in the form

F(2.2.3)

Here F2 is the noise factor of the IFA.

Thus, the noise factor of the receiver is basically determined by noises of

the intermediate frequency amplifier and noises of the mixer. There are many

causes of appearance of noises of the IFA. It is possible to indicate, for

example, such sources of noise as thermal resistance noises, noises appearing

owing to the Schottky effect in electron tubes, and others.

As follows from formula (2.2.2), the noise factor of the whole intermediate

frequency amplifier is basically determined by the noise factors of its first

astages. Therefore, during projection of the receiving mechanisms, special

attention is given to the-noise properties of the input circuit and the first

stages of the IFA. Not remaining in detail on these problems, we will indicate

that the noise factor for microwave receivers in which there is no amplification

at highn frequency, usually occurs on the order of 10-15 db (27?].

It the receiving mechanism has a high frequency amplifier, which is used

as a triveling-wave tube (W tube), then the noise factor of such a receiver has

"on the order of 3-5 db [2,].

*' .4&" * ,½ - .. . >



Knowing the magnitude of noise factor, it is possible to easily calculate

the power of noise on the output of the IFA. From formula (2.2.1) we obtain

,,' P.u= GFPIm k,

where G is the amplification factor by the power of the channel of the receiving

mechanism to the second detector.

The power of noises on the input in the pass band of the IFA can be calculated

by the known formula

(2.2.4)

where T.. is the equivalent noise temperature in the input expressed in

absolute units;

A'"* is the effective pass band of the IFA;

k is the Boltzmann constant.

, ,Then power of noise in the output of the IFA will be equal to

P,,, w% kGPTO Aj',. U,1,66,, . (2.2.5)

where To* T,1  is the effeative noise temperature of the receiving mechanism.

It i s necessary to note that the noise factorF included in these formulas

is the noise factor measured at an effective noiae temperature in the input Ts,

which can differ from the standard temperature of To 2900 K, Then one may use

9.• the following relationship between the noise factors measured at temperature T", ,

and the standard noise tactor measured at temperature To,

S,(2.2.6)

, Receiver noises limit the real sensitivity of the reaeiving mechanism and

signify the maxizsm range of the radar station. lurthermore, owing to the

presence of noises pthero takes place additional fluctuating emors in the weasou"-

mm t of target position date. In connection with this, the most important problem



of projection of the receiving mechanisms of radar stations is lowering the level

"of noises.

Recently, to this en$ essential successes were reached owing mainly to the

application of parametric and molecular amplifiers. Their set noises turn out

to be comparably smaller than the level of input noises.

The input noises will be those noises appearing before the first low-noise

amplifier. By the causes of their appearance, it is possible divide into

two groups. To the first group belong noises which appear owing to the emission

0e of a celestial background (cosmic noises), the secondary emission of an absorbant

medium (atmospheric noises), thermal radiation of the earth sensed by the lateral

lobes of the directivity pattern of the antenna. To the second group belong the

noises which appear in the antenna and the elements of the receiving channel of

the preceding amplifier. To them belong the noises which appear owing to the

ifinite conductance of the surface of the metallic antcnnl, losses in the wave-

guide channel from the antenna to the low-noise amplifier, direct losses in the

antenna switch etc.

. If the constituent noises of antennas, appearing owing to heated earth, can

be influenced by lowering the level of the lateral lobesaowing to an improvement

in the construction of the antema, then more complicated is-the problem of.

* lowering the level of emission noise of the Wky, received by the station from the

direction of the main lobe of the directivity pattern.of the antenna. This noise

S. consists of constituents due to 6cattering and absorption in the atmsphere, and

also of noise emission arriving from space located beyond the limits of the ione-

sphere (cosmic noise). Although the problem of the dependence of the level of.

noises on the working frequency of the station is still inoufficiently investi-

"gated, there is infomation giving the possibility to judge the fact that the

level of cosmic noise is inveree4y proportional to the frequency. This Is

i ustated by Fig. 2.1, borrowed fro (261. In thefigure is shorn the dependence

• .., . ,



of effective noise temperature of ideal antennas on the frequency. At higher

frequencies (above 10,000 Mc.) atmospheric noises start to show up strongly which

are increased with an increase in the working frequency of the station. Hence, in

particular, there apparently exdsts a certain optimum range of working frequencies

at which the noise temperature of the antenna is minimum. Furthermore, the given

graph gives the possibility to estimate the magnitude of the noise temperature

of the antenna Ta

Noises of the elements of the receiving channel to the low-noise amplifier can

be easily estimated. If there is a certain source with an equivalent noise temper-

ature T, and we must calculate the effective noise temperature on the output of

the passive quadripole with a transmission factor with the power Gl , then it

is possible to use the following formula:

"Tox Taln 4- Tto 0 r -. o, (2.2.7)

where T is the absolute temperature of a passive quadripole.

The influence of additional quadripole elements can easily be estimated by

a series application of expressions of this type.

In the case of' the application of parametric or molecular amplifiers a more.

convenient characteristic o 1. the noise properties of the receiver is the effeotive

"noise temperature T7 ., It will be composed of the noise tsnperature at the input

and the temperature of the set- noi.ses of the. amplifier:

As A result, we will obtain that the effective noise temperature of ýCe-

"?eceiving meohwtitm ca be estiaated by the formla.

ar* rt.,, + A , d-o) + Fa,

where t, is the equivalent noise taupeature of the antenna;

T,; in the absolute teoperature of the wavegagde channel;

" .is the traumission factor .by. the pow of this channel;
*-•
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Tcis the noise temperature of a high frequency amplifier.

7;.T"Ti

* j~Ma~(.7)
Fig. 2.1. Effective noise temperature of ideal
antennas, molecular and parametric amplifiers:
1) ideal antenna aimed horizontally at galactic
center; 2) ideal antenna vertically aimed at
galactic pole; 3) molecular amplifier; 4)
parametric amplifiers.

MEX (a) fs Me.

According to Fig. 2.1 it is possible to estimate the effective noise tempera-'

.ture of molecular and parametric amplifiers and its dependence on the-working

frequency. As can be seen from the graph, thes noise. tempeature of the molecular

amplifier turns out to be especially low (several degrees of KO); therefre, in

* receiving frechanisms with such amplifiers the input'noises start to plqy a Ver

larg. role. In connection with this,, a serious proble is the decrease of noise&

on the input. This can be done by an improvement in the construction of the

*antennsp selection of the working frequ~ency of the station, cooling ot the elumets

of the antenimavavegid4 channel, to the low-nmiss amplifier and a decrease of

losses in these elements.

* *Henceforth we will-oporato. ever~ywhere with the'spectral density of noise No

*which is easy to. obtain fto the abov,#4tionsd relationshipas

- ~ ~ ~ ~ ~ ý *,... . . .*.



or

2N.=± kT0,. (2.2.10)

"2.3. Passage of Signal and Interferences Through an

Intermediate Frequency Amplifier.

Let us consider the idealizations which will be taken in subsequent chapters

with respect to the characteristics of the IFA and the question about how well

Th these idealizations are performed in practice. While the signal on the input of

any stage of the IFA is significantly less than the region of linearity of the

anode-grid characteristic of the stage, the IFA can be simply characterized by

its own amplification factor and frequency response.

Depending upon the construction of the intermediate frequency amplifier, the

form of its frequency response can be different. If the required pass band of

the receiver is comparatively small~- then the IFA is usually con.

* structed from identical stages, tuned to the intermediate frequency of .

If the number of stages is low, the frequency response of the IFA II(iw) can

approximate the resonance curve of a single circuit.

In this caso.

S• , .I H 016) Ks ... -•... _9+

"where de : is the effective Wes band of the IPA;

K is the amplifioation factor of the I FA;

".e is the intermediate frequency, and O O.

With • large number of single tuied stages (in practice mre than six) the.

frequency reespise ot. the IFA sufficiently well ipproximates a Gaussian cumve

_0_> (2.3.2)

"J The IPA of broad-hand raeadver3s consists of a detuned relatively intewadiate

frequency of a pair or a set of three stages. In this east* at a Siv•n pWs -

*. .
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band there is obtained a higher amplification in the stage and a higher selectivity

than in the case of resonant IFA'S. With this, the form of the frequency response

approaches a square. Therefore, for such IFA'S the frequency response can be

"considered ideally square:

f'at 2-l

0 at *<u•h=-. @>*UV+T"
(2.3.3)

In virtue of the broad-band characteristics of noise in the input of the

receiver, the spectral density of the noise in the output of the IFA is determined

as No!Hliw)12. Since usually the pass band of the IFA is significantly les

than the magnitude of the intermediate frequency, then in the output a narrow-

band normal random process will take place. It is not difficult to show that

*2;• with symetrii frequency response relative to tp of IFA the function of cor-

relation of the process on the output will have the form

R ((s) '(• 4)

where a(s) is the slowly changing function (for the period - ) connected with

"the frequency response of IPA and the 4pectral density of noise in

the input No by the relationship

a 1 () N (i)j'cos...d.,

.,where HI1• (r.--- H =• (,,•u# i)"

-11 HQw) NIM~e ip' tho dispersion of noise In the output of the IPA.

Producing. eaalculation for varitous torsof frequencyrsponses, of IPA, we

-. f.or the resonance curve

-- for the 0aU11ia= curve
r(2,3 .)

,,a ,,



-for the ideally square frequency response

* .. * -r(2.3.8)
* These results will be required henceforth in the determination of the quanti-

tative, characteristics of noise on the out-put of the detector,

Presentation of IFA in the form of a linear quadripole is correct, only as

long as the amplifier works without overloadings. Since the power of a useful

* signal and interferences on the input can vary within rather wide limits, for a

guarantee of linear operating conditions of IEA and all of the receiving mechanism

on the whole there is applied a system of AGO which varies the amplification

factor of the receiving mechanism inversely proportional to the amplitude of

the input signal. Therefore, IEA cam t. considered linear within a wide range of

variations in amplitude of the input signal.

U*I spite of. the application of a system of AGO,. in the IFA there c"an QPPWZ

over~cadings by.strong signals or interferences, with which th~e.WA can no longer

,b~e considered linear, This can. occur due to ýoneoý.f follopwing causes:

* 1. If-power of the signal or interferencer on th. input of the systam of.

AGO exceeds the ,range of power iln wihit normally works.

*2. With la~rge Jumpsi in the level of the signal or lntorfermn-oe 1Ct Utht

of the receiver, which-can ari as, for eamlithmoefsrvyteA

system. canot instant1y process -thila and -in the. first moment#,pf timeavrodn

$of the IPA 'can. arifse.
3 D -rurg the infilutene of t ifrn om~fifeun us nefrne

of -high power, which ar a ~ tnd- by -the *tytf AGo.k
The otencwno nrtdi the. EM consists.-of the ftactthat' signals in

t-W input or the ,3Ast -l~eof the EPA -Mait 44b large aqlitudes that the cha.'.

acterlatics of tubes can no longer bes considered linear.-

-it us noteg that in certa ineceiving mecahanisms Uuttlid itute- mods of



,'pro

selection of moving-targets, the amplitude limitation in the IFA is introduced

intentionally for the purpose of stabilization of the level of a false alarm

in the mode of detection of targets in passive interferences.

Considering that in most cases we will be interested in such operating

conditions of a receiving mechanism with which the IFA is not overloaded, and

also taking into consideration the complexity of the theoretical analysis of the

passage of signals and interferences in the mode of overloading through the IFA

and all radio channels of the station on the whole, we will henceforth require

that the amplifier, at any interference or signal, work in the linear mode and

be described by the frequency response of the approximations which were made above.

Let us stop at the problems of gating intermediate frequency amplifiers.

For the purpose of protecting pulse receivers from a different form of non-

synchronous pulse interferr ,coo gating it applied.

From that which follows it-will be clear that gating is connected with the

optim treatment of :signals. Gating takesw place usU4l at cutoff or -the last

statep Of the IPA at all times ecept the tiweof action of the gatesi

Asi a result of this thare takes -place a selection. of -the. signl In time,

SHowver full cutoff 'of the IPA *tap: outside the pate is practicl1Y not aacp)li.hed,

owiftgdainy to direct pas"Sag of intart.erieas through the: co~acitanct of tho anode

the grid of tube, anv the 4 asbly cap ci a . tn a weIl desie a fer -e0

ateution introduced outside the gat. br oneo Witin stag of the IPA is obt~ined

on the order of 20. db. t* 'm Uaz' in~ot~o ns ýa~ that lecwaa

mixer is overloaided by strg interftmern , threa to ~tour g&t~n cfth

IPA 0U*a"s to be suffticiet 1or "leatifgitere~c f~oial n er

in Co:tlusionlot unot*tut, noa is -da -t.an. is--of.

influence f dltffe t tomw at interfraess'. 0 heýii M the -strobe

formwill be asmda qae
"•" 4 ,\ " " • "" • , ." . " - • " - ' . -" . " " . ". " . . " . ... '. - . "

iii ]; " - •- . .. • . . . .. . . " . ,. . . . .. .- . . . " - . . . . . • - . . • . ... , ,
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2.4. Detection of Noise Concurrently with a Useful Signal

One of the essential nonlinear conversions of noises and a useful signal

producible by the receiving mechanism is detection. With this, the characteristics

of the signal and noise are changed owing to their interaction. For a subsequent

analysis it is necessary to know the mathematical expectation, the spectral density,

the correlation function, and also the distributive laws of the probabilities of

the random process in the output of the detector. These characteristics are

given in the present paragraph.

Depending upon the circuit and operating mode, there can be the following

forms of detectors: anode, grid, cathode, and diode. In radar the largest appli-

cation is received by the diode detector. Considering that all the enumerated

*i types of detectors easily reduce to the diode with certain equivalent parameters

"we will henceforth consider only the diode detector.

The most important characteristic of the detector is the dependence of the

detector current on the applied voltage: IArq)(u) This dependence is nonlinear.

For low input voltages it is well approximated by the function of the form /A=. u ;

in this case the detector is quadratic. At high input voltages the dependence

of the current of the detector on the applied voltage can be approximated by the

function of the form

"( ku at U>O,

*0 at

In this case the detector is called "linear".

During the analysis, the influence of the lag of the load of the detector

will be considered approximately assuming that on the output of the detector are

only low frequency constituent signals and noises, and high frequency constituents

are filtered out in the load and subsequent circuits.

--4.N
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2.4.1. Influence of a Normal Signal of Constant Amplitude
Concurrently with Noise on a

Linear Detector

Let us analyze the influence of a normal sinusoidal signal of constant

amplitude in the presence of set noises of the receiver or broad-band noise

interference on a linear detector. Following V. I. Bunimovich [24), the narrow-

band random process on the output of the IFA, which takes place owing to the

influence of noise, can be represented in the form

•: " • "~~a (t) = ()CosID (t) =E (t) Cos (B'Pt- ()=

A (t) cosut + B (t) sin w=•t,

(2.4.1)

where E(t)and 4)(t) are the slowly changing random functions of time, which are

called accordingly the envelope and phase of the random process;

A(t) wA B(t) are the normal random processes with zero mean values and

dispersions equal to dispersion as of the process u(t). In

coinciding moments of time, the processes A(t) and B(t) are

independent;

sup is the central frequency of the adjustment of the IFA.

* In accordance with that said above, the voltage on the output of the detector

will be equal to

. u=<(E~Cos) f kE cos (D at E cos4P > O,
UA atO (1))b<O (24;:,:••0 at ECos 4D < 0.

•'•,: •(2.4.2)

Distributing the nonlinear function p (E cos 0) in the Fourier series and

limiting ourselves to the first member of the series, we find the low-frequency

constituent voltage on the output of the detector

S,,,,.(2. .4 3)
"" High frequency constituents do not interest us inasmuch as they will be

filtered out by the load.



Consequently, the voltage on the output of the linear detector with accuracy

up to a constant factor is equal to the random process envelope on the input.

For finding statistical characteristics interesting to us of the random process,

on the output it is necessary to know the laws of distribution of the probabilities

of the envelope. Let us consider the case where besides the noise on the input

of the detector there is also the influence of a sinusoidal signal of constant

amplitude Ec, which can be represented in the form

U. (t) E0 cos(wd -, )t = A,, cosw= +- B. si•nl=d, (2.4.4)

Then the full expression for the random process on the input of the detector

will have the form

"*"• . (t)= [A () + AI cos .pt + [B (t) + B1] sir.; -

Inasmuch as processes A(t) and B(t) in coinciding moments of time are indepen-

* dent, then from the equality (2.4.5) it is simple to see that the problem of finding

a one-dimensional distributive law of the envelope E(t) of the sum of the sinusoidal

signal and the noise on the input of the detector reduces to finding the probability

* density of the length of the radius vector, the components of which are independent

and have a normal distribution with the parameters (a, A•J and (a, BcJ

Resolving this problem with the help of the known methods of the theory of

probabiliLy', it is simple to obtain the expression for a one-dimensional law of

*. distribution of the envelope of the additive mixture of the sinusoidal signal

and noise

F -W, E, at E > 0,

at E O
01(E),, (2.•.6)

where I,(x) is a Bessel function of the mth order from the imaginary argument.

Thus, the first distribution function of the envelope of the sum of the



sinusoidal signal and noise on the output of the IFA represents the generalized

distributive law of Rayleigh.

During the absence of a useful signal E,=O and the distributive law of the

envelope changes to the usual Rayleigh law

at E>OV
0 at E<O. (2.4.7)

"Henceforth the useful signal will most frequently be in the form of a normal

random process. It is clear that the sum of such signal and noise will also be

a normal process. Then the distributive law of the envelope of the additive

mixture of such a signal and noise will, be expressed by the formula (2-4.7)o

where a2 is the dispersion of the sum of the signal and noise.

The two-dimensional distributive law of an envelope in a general case, when

there is a normal sinusoidal signal and noise, is described by the following

expression:

,1*X m1 q -a(,)j.J "', ( f -a'(,)l I.

,... (I.).8) C

where E $(I1, =c, ( +'):!-•-t E, -• (I)' "E,. E ki + ,1);
"*0=1; ,==2 at ,n>O;

/..(x) is a Bessel function of the in order from the imaginary argument.

Inasmuch as the voltage on the output of the detector is proportional to

the envelope of the random process on the input, it is obvious that with the help

"of these expressions the distributive laws of the random process on the output of

detector are simply determined.

Using formula (2.4.3) and (2.4,6), for the mathematical expectation of

A* ,.



voltage on the output of the detector we obtain

, (',t)z JEf, (E)dE• Eji E " . [ *, ]dE.

After integration and necessary conversions we have

mau [W.(--)+h(2)I2 (2.4.9)

where is the relation of signal power and noise on the input of the

detector.

The graph of the dependence of the relation uZ. (t)/1 M w M(t) on /q is

shown in Fig. 2.2. Here the mean value of voltage on the output in absence of

a useful signal jq=0j is described by the following expression:

OUR In(2.4.10)

From the graph it is clear that with high ratios of signal to noise q >1,

the curve asymptotically approaches the line .-ý $q At mall values of q <I

there takes place a suppression of the signal by the noise, since an increase of

, voltage on the output with weak signals is less than those which were in the

absence of noises.

Using the expansions of the Bessel functions we obtain the fact that with

small values of q<I (a weak signal) the relationship (2.4.9) can be written

in the form
!'• " VS, 2•' ( -

(2.4.11)

For a strong signal ( q>I ) the following asymptotic expession will be

correct-,

(1-F 1+ (2+4+12)

/7



"Not remaining in detail on the

derivation of the formula for the

- -• function of correlation of the process

J"-"- / of the output of the detector, let us

- - - present its final expression

•:.,• Rea ,,(i)= -- b,a (c)+ b,=,(.)l, (..3
V-- - --- I

"vsr#5 where

Fig. 2.2. Dependence of the relative 2 1 .
mathematical expectation of voltage on I1 , i7 at q<;., b~~~,j= I -q -L rq*- L q$+.a. ..

, the output of the linear detector on 1q 48
the ratio of signal to noise. b

at q .oo.

* b.-..O
* Substituting into formula (2.4.13) cO , we obtain the expression for the

dispersion of voltage on the output of the detector

2 A'.'

.--... %, •, -•-b, + b~l.(..1
OI ft b+bJ g- (.4.14)

Characteristics of the random process in the output of the linear detector

* In the absence of a sinusoidal signal is simple to obtain by substituting into

the preceding formulas q = 0. Then the function of correlation and the dispersion

of noise in the output of the detector will have thei form

• :-R,., 1)• -- a(,) •:(2.4.15)

T" (2.4.16)

* For many practical problems which will be considered in subsequent chapters,

it appears to be necessary to know the value of the spectral density of the

voltage on the output of the detector at w-0. Converting, according to Fourier,

*' both parts of the equality (2.4.15), for the spectral density of noise on the

output of the linear detector we obtain the following expression:
AN

.S (at(



Considering 0=0, we have

+hil

sal(0) a'(s) di. (

Substituting formulas (2.3.6), (2.3.7) and (2.3.8) into (2.4.17) and effecting

integration for various forms of frequency response of the IFA we find:

-for the resonance curve of a single circuit

-fr-hesqar reuecyrepos

: • .... -for the square frequency response

So)--- -. (2.4.20)

2.4*.2. Characteristics of Noise on the Output of a Square-Law Detector

Let us consider the problem of the influence of noise on a square-law de6ector.

Noise on the input of the detector, as before will be considered a stationary,

narrow-band, normal random process with a zero mean value and dispersion equal to

The noise voltage after nonlinear oonversion in the detector (without calcu-

lation of filtration in the load) ma (t) will be connected with the voltage on

the input of the detector by the relationship

.. (I) = (q. •(214.21)

Than it is obvious that the mathematical expectation of noise on the output

of the square-law detector will have the form

Maus (T) =U = '*7 (2.-4.•22)

* Using formulas (2.4.21) and (2-4.22), the function of correlation of the

4%



voltage uA (t) can be written in the form

RA (W)= U, (W) TMA (-+-) - U". (1) -
=ks ,(Us() , (t +•"o.

Let us use the formula for the compound central moment of the fourth order of

normally distributed random variables

xlx"x =, RR,,, + R1 R,, + ,R.jR,, (2.4.43)

where Ri is the correlated moment of random variables xt and Xj. Designating

and using the obtained relationships, the expression for the function of correlation

of voltage "A (t) can be written in the form

i ~RA 0)1= 2k',R' 1).(2.4.24•)

Substituting expreseion (2.3.4) for R Vi) into (2.4.24) and considering that

the filter of the detector will separate only low-frequency constituents of the

"voltages of noises, we obtain the function of correlation of the voltage on the

output of the detector in the form

,',Raw& (s1 klola'(%). (2?,.•.25 )

Hence the dispersion of noise on the output is equal to

*,, -A'.'. (2.4.26)

As was already noted, for an analysis of the influence of set noises of the

receiving mechanism or noise 'interference on the radio channel of the radar set,

*it is necessary to calcalate the value of the spectral density of noise on the

output of the detector at w-0 . Converting, according to Fourier, both PMrts

of the equality (2.4.25), for the spectral density of noise on the output we

find

S am, (t)= k'0' at (() e •d,4.2 )

lye)*,, -



"Considering 0--O , we obtain

(2--28

".•"..•.s, (0) = 2k,', a'(1i) d,. (2.4 .28)

Calculating S.S%(0) analogously to the preceding, and for various forms

of frequency response of IFA, we obtain:

-for the resonance curve of a single circuit
SM(,0)=2k 4 •; (2.4.2)

-for the Gaussian curve

soul z(0) Wak i'-TY _2 (2-4.30)

-for a square frequency response

SSaI"(0) (2-4.31)

2.4.3. The Influence of Noise Concurrent& with a Signal on a

Square-Law Detector

Let us now consider the detection of noise in the presence of a signal. Let

the input of the detector be influenced by the sum of the signal s(t) and noise

n(t)

SM~t (1)(1)+ (1). (2.4*.32)

The signal will not be specified for now and the noise, an before, will be

considered a narrow-band, normal random process with a mean value of zero and

a dispersion of a Naturally, the signal and noise are independent.

The voltage on the output of the detector will be recorded in the form

l Ma 1/(1) kal' (1)-k [is () + a (*]'. (2,4.33)

The mathematical expectation of this voltage is equal to

Using (2.4.33) and (2.4.34), it is simple to find the function of correlation

1,44 mm mC



of the random process on the output of the square-law detector

SRA 'W.)-1,. (1) IA (¢•)-A (1). UA +)=

,. k' IR..(,) + R.. (,) + 4R. (,)t~)s €+ '). (2.4.35)

where the component

resulted from the presence of the signal; the second component
R., 1)-- n' (1) n~lt-- + € --% 'I) n* it .)

resulted from the presence of noise, and the third component appeared owing to

the interaction of the signal with the noise. In the derivation of this expression

it was considered that ;M=n (1nt +) =n n' (t + %)-n')(Ot+i)=- were like the

central moments of an odd order of normally distributed random variables.

Let us now consider the specific forms of a useful signal. In Chapter 1 it

was shown that the signal reflected from a target can be represented in most

oases in the form of a narrow-band normal random process. If the function of

correlation of a signp.l on the output of the IFA is equal to Oe'blr)cOs•woi

then from the formula (2.-4.34) it follows that the mathematical expectation of

.the random process on the output of the detector will be equal to

iTok* 1 +4 (2.4.36)

Thus, an increase of the constant constituent of voltage on the output of

the detector is proportional to the dispersion of the useful signal on the input.

Let us turn to a determination of the function of correlation of the voltage

on the output of the detector.

Since the sum of the signal and noise in the given case represents a normal

random process, then for the function of correlation Reuz(%) formiula (2.4.23)

is correct in which oa'l(s) must be replaced by Is, b(')+ *a ()J, , as a result



of

.•'. ~~~~Ra,z (s) k'•, b()Fa()1.(2o4.37)

Consequently, the function of correlation of the voltage on the output of

a square-law detector is proportional to the square of the sum of the envelope

functions of correlations of a useful signal and noise on its input.

Dispersion of the process on the output of the detector is

:0.-k'[,: + or. (2.4.38)

Comparing formula (2.4.38) and (2.4.36), it is simple to note that the disper-

sion of the random process on the output of a square-law detector in the case

considered is equal to the square of its mathematical expectation.

In the case where the usef~ul signal is a sinusoidal oscillation

the mathematical expectation uA(1- can be found$ again using the general formula

* (2.4#34)t ZWO + 1 os_*v

Since the high-frequency constituents will be filtered out, the final

expression for the mathematical expectation of the voltage on the output of the

detector will have the form

where q is the above introduced relation of the power of the signal and noise on

the input of the detector.

The function of correlation of the process on the output of the detector

according to the formula (2.4.35). It is obvious that at s(t)-Eecoswuh-

The remaining constituents of formula (2.4.35) we have already calculated.

Then RaI. i)= ( -, 20 (,) + 2E' ,co l-.) cs -l.-,)I R. (')1.



Since the filter standing in the load of the detector neutralizes the random

process in time, we will be interested in the function of correlation R(is).

Sneutralized in time.

Considering that the average in time is

-i-1Cos su,(1) Cos (w~t+'I--Cos way%,

we obtain

:,:, R 2 '), 2k, IM ( + F'eR. (,) cos.4.,(2.4.40)
Substituting into (2.4.40) the ewpression for the function of correlation of

noise (2.3.4) and being interested only in the low-frequency constituents of

voltage on the output, we find the final expression for the function of correlation

of the voltage on the output of a square-law detector

The dispersion or low-frequency constituents of the voltage on the output of

a detector is

@i W" "II 2q.(

It is usefu•, to note that the intensity of low-frequency.constituents on

"the output ofa square-law detector consists of two.parts. The first part does

not depend on the useful signal and is caused only by noise. The second part is

* caused by the interaction between noise and a useful signal at detection.

Let us find the distributive lan of the voltage on the output of a detector.

Applying the envelope method, it is easy to show that the low-frequency part of

*0 the voltage on the outputof a square-law detector is proportional to the square

-of the envelope E(t) of the random process on the inputs The probability densities

of the envelope for cases interesting us will be expressed by formlase (2.4.6),

(2.4.?), (2.4.8). Consequently, it. i necessary to find the distributive laws

of the random process x(V)p which is connected with E(t) by the relationship



if the distributive laws of the process E(t) are known.

Applying the rules of the theory of probability we obtain the expression for

a two-dimensional probability density of the square of the envelope of the random

process consisting of the additive mixture of the sinusoidal signal and noise (173:

I(XII Xa&i) I

,,+-.+E, 1 + .... .4 ,,1 ! - a (,) ]
X e a 0 -(Xt)

46Cr - (9) EE.-•a() I(
""L•'mi -. U(iJ'(L-J - ' A

at ;j>OwwdX&>O, 24.
(2.4-43)

where x, El (1); x.- E (1 I '); the remaining designation3 are the sameas in the

In the case whezoe a useful signal is absent, the two-dimensional distributive

law of the random process on the output of a square-law detector will be determined

f rrom (2,4.43), where it is necessary to place Ee CEeiOj

i•'. :•• I,(•x.. [ '~ I = ,

Where X,•0" GmA"Vi>)

The one-.41imetsionta probability density of the wpiarte ok: the enVelope of.

ths sum of the inoil ga ndnoise can be obtained from (2.4.4-3),. It

has the form

_.t

* I(x,)~.e, x's >O. ( 5

a rI is, abs•t• from formula (204.45)t. a B.e
-we will obtain a one-dimenaltonal pritd lity density of the square of the noise

envelope.

Let us note that the distributi La of pmbabilities of square



of the unvelope of the sum of the useful signal in the form of a normal random

.. process and noise will also be described by formulas (2.4.44) and (2.4.45), where

the parameter. 0a and a(t) refer to the sum of the signal and noise.

Thus, we have considered the main statistical characteristics of the random

processes on the output of the detector. -These characteristics will be required

in subsequent chapters.

2.5. On the Passa"e of a SiMal and Interferences Throuih a

Video AmLlifier andIa low Ftequency

_ After detection, the signal proceeds to the input of the video amplifier in

radar sets with incoherent reception or a low frequency amplifier in coherent

r eceivers. These amplifiers can be of the most diversa forms.

Not remaining on their specific peculiaritieq let us consider the idealizations

which will be used henceforth, and the question about to what measure these ideal-

izati.one are carried out in practice.

First of all let us note that the amplitude characteristics of those amplifoers

anm be considered linear only vithin the linited-range of *bang*$ of the input.

signal * An analysis of the radio WAnwol will be cond'ucte in subsequent chapters

"..on the assumption that the amplitude characteristic o AVUliirs is linear Up

to a certain value of amplitu~de of signal in tho inqmput W, adthen there beins the

, ideal limitation (Pig. 2.3).

Pig. 2.J. AMPlitude ahwraatoris.i of Fig. 2.4. AmplitUde 4wactorietic of
' an am ior . an Amplifier.



"In certain amplifiers of a special form, along with the limitation above,

"a certain threshold cutoff or limitation is introduced from below. The exemplary

form of the amplitude characteristic of such an amplifier, the broken-line curve

approximating it is shown in Fig. 2.4.

Let us note that since usually the amplification factor of a video amplifier

or low frequency amplifier becomes rather high, the level of the signal lititatior

in the receiving mechanism on the whole, in most cases, is determined by the

limitation in these amplifiers.

U •The signal from the output of a video amplifier or AFA usually proceeds

to the input of circuits, the inertness of which is significantly higher than the

inertness of an amplifier. For example, in channels of tracking by angular

0 coordinates, in the stations using the m~ethod of conical scanning or method of

tracking by bundles of pulses, the signal moves to the input of the pulse detector

The pass band of the pulse detector on the envelope is significantly loes than

the pass band of a video amplifier.

In the channels of range tracking in time, the discriminator in a signifitant:

more inertial mechanism than the video amplifier, etc* Therefor% in an analysis

of the influence of interferences on the radio channel the video amplifier or APA

will be considered an inertialees lin1% with a broken-line asplitude curve.

Since the signal on the input of these amplifiers is such laregr than in

. an intermediate frequency amplifier then theb to large degrees, are subject to

overloadings. The phenomenon of overloading consists basically of the fact that

during the income of strong signals or interferences the traneient and coupling

Scapacitors are charged. Due to this, after the incce of such interference there

ocows a temporary decrease of amplification. If for the duration of this time

a useful signal appears, then it will not practically pass throuh the a fWier.

However#, in moet cases we wil be interested in such operating mode" of the

video ampliier or APA when they are not overloaded and, considering that in
f.-..

*g,



their construction special circuits are applied for controlling the consequences

of overloadings, we will henceforth not take these phenomena into account.

2.6. Characteristics of Voltage on the Output of Phase and

Pulse Detectors

Important and very frequently utilized elements of radio channels are phase

detectors. They are applied in various goniometer and frequency meter systems

an analysis of which will be conducted in subsequent chapters. Usually phase

detectors are divided into two groups: switching and vector measuring.

The diagram of a switching phase detector is in Fig. 2.5. Its characteristic

peculiarity is the presence of a high-speed electronic commutator (of the forming

stage), which with the period of the reference voltage u2 (t) given it switches

and disconnects the amplifying tubes. The operation of the coumutator is completely

unconnected with the input voltage ul(t). Consequently, the circuit appears to

be linear on the input voltage, and the voltage to the low-frequency filter u3 (t)

is expressed by the formula.

•:", u, (t) -•MA 0) V Wt.":

where v(t) is the square voltage obtained from the refeotrce limitation.

It the reference voltage is not subjeot to interfeimce,., and in the spectrum

ul(t) the components on the third ho of the pedestal frequenc es ar mall,

then, as it was shown in [30j u3 (t) it is possible to wonsider it originating from

ul(t) by mens of multiplication by the main harmonio or the refernceren ltae.":-

Comutational phase detectors usual1y are usad at low freenes (in circut. of

goniometric channels of• stations with conical scanning).

At high froequeneies, for xmplo in circuits of instantaneous Ooqparison of

sigWals, more frequently used are vwtor--easuzing detectors, a diagam of himch

is shown in Fig. 2.6o. On diode D, is the sum of the voltag"e ul(t) sod u2 (t),

and on diode D is the differe•ce of the sas vOItspes. The. voltages roe•eived

as a result of detection ame subtraeted1by meas of special switching of the

- :"



4 j,(t)~.pv t

U

Fig. 2.5. Diagram of a phase detector of the
switching type.
KEY: (a) Filter.

loads of the amplitude detectors.

The presence of diodes in combination with RC-nets makes a circuit, strictly

"speaking nonlinear relative to ul(t). However, considering the amplitude detectors

as mechanisms separating the envelope or square of the envelope of the input nar-

row-band random process, it is easy to obtain the mathematical operations carrying

out the phase detector of such a type.

Kig. 2.6. Diagram of a phase detector' of the
vector measuring type..
KMr: (a) Diode 1; (b) Diode 2.

•U Wit quadratic amplitude detectoro, designating

4.,

*



"4

for the square of the envelope of the sum and the difference of these voltages

we obtain

.- (t) El (t) + 2E& (1) Es (t) cos [T, (-) goj (M)1 + E2 ()

~iii-E2()E() 2E, (t) E, (t) cos I, -(t) ?-2 (+ E2(

where E+(t) is the envelope of u2 (t)+ul(t);

E-(1) is the envelope of u2 (t)--u,(t).

"Hence, considering the presence of subtraction in the circuitsfor voltage

on the output of the phase detector we have the following expression:

Ul,. (t)= kME* (1) E, (Y) Cos ?A (1) - (. (2.6,1)

where k2 is the proportionality factor, having the dimension .
Thus a phase detector with quadratic characteristics of diodes is equivalent

to a simple cross-4mltiplying mechanism (with further rejecting of higher harmonics

of o up). With linear characteristics of diodes the equivalences of the multi-

plication of input voltages is not obtained. In this case, as is easy to show,

the phase detector is equivalent to the cross-multiplied voltage ul(t) with the

standardized reference voltage (again with rejection of the higher haruonic$ wa),

Let us define the characteristics of the random process of a phase detector

with quadratic characteristics of the diodes. Let on one input be the sum of the

signal s(t) and noise ni(t)

On the other input

0

* where n?(t) is the noise voltagel uncorrelatod vith n1 (t);

m is the positive value, smaller than one.

Such a position takes place, for exaple, in radar sets with coherent radi-

"ation using the method of instantaneous amplitude comparison of sigalS (e0

Ch. 10). The useful sigual s(t) repesents a narr nobmal random process.



Then from formula (2.4.23) it follows that the function of the correlation

of process obtained as a result of multiplication of ul(t) and by u2 (t) will

.•.. equal toequa- . R (') = R,, (R) ?. (c) + R3, (•1 R13 (s),

"where R1 (t) and R,1(jY is the function of correlation of random processes on two inputs

accordingly;

R,(•) ad R, 1(a) iQ. the function of mutual correlation.

" :In view of narow-band characteristic of processes these functions of cor-

s relation will have the form of (2.3.4).

Considering that the high-frequency constituents of the process in the output

will be filtered out by the detector load and subsequent inertial circuits, for

the function of correlation of voltage on the output of the detector we obtain

the following expression:

S~~~~~~~Rams (i) a' a•l, ., (a,. • + ,•o• *,o •.,1 z6

"where analogous to expreasion (2.3.5)

0 il m(2.6.3)

laere aI•i a S. G-) mre low-frequency equivalente of the frequency

response of IPA iuid tho spectral dencity of the useful signal on the input of

IPA; go is as before, the spectral density of the input noisee.

It is obvlous that the .atheatica eoxpectation of the volta, on the output



"of the phase detector will have the form

UW (1) = R,, (0) = (0) = 2 H, (i) IS. (w) dw...)

Since subsequent circuits are very inertial in relation to the correlation

time of the process on the output, then a sufficient characteristic of the process

will be the value of the spectral density at zero frequency Saux(O) . Analogous

"to the preceding

SSDM (0) [a,, (0a., + a,, (c) dc.
2

Using equality (2.6.3), according to the Parseval theorem we obtain

* S.$�S. (0) - -• l H, (is) I" {m'S, (o) + N61 JS, (w) + N41 +

+ -m'WS (ol d. (2.6.5)

On the output of the receiving mechanism in the angle measuring channels of

the otations using the method of conical scanning or the method of tracking by

bundles of pulses, is placed the pulse detector which should separate the envelope

of pulses. The circuit of the detector is shown in Fig. 2.7. Usually the tiis

constant or the charge, determined by the product of (J?+Ri)C, # is much longer

than the duration of the gate. Therefore, it is possible to consider that the

detector integrates the input voltage during the time of gate action.

Consequently the voltage on the output of the detector to the end of the

action of the strobe is equal to

* u.,~ { .1 (~dt.(2,6.6)
*.•.. : As was shown in 131] the pulse detector, during the absence or ovefload ,

is equivalent by the envelope to a simple RC-filtor with an equivalent time

constant determined by the forule

.1 .

(2.6#7)



where T is the time constant of discharge;

T is the time constant of charge;

i is the space charge coefficient.

In connection with this, the pulse

detector will henceforth be frequently

considered equivalent to a circuit con-

I, ; "sisting of a series connected amplifier

with an amplification factor equal to

the transmission factor of the detector
Fig. 2.7. Circuit of a pulse detector.

and an RC-filter with a time constant T.

"In view of the largo inertness of subsequent circuits, the inertness of the

detector can frequently be disregarded.

More accur&te analysis of the work of the pulse detector, taking into account

the presence of overloadings, is contained in [32].

The information shown on phase and pulse detectors is sufficient for an

analysis of a radio channel by the influence of various forms of signals and

interferences.

.2.7. Influ~nce ot ig atund. ntoererences on a ReceivifiR

IMecanigsm with At~3cci oto

The, 3yatem of automiatic gain -ontrol (AGO) ia a part of the majority of

receiving mechanisms of radar otations. Fism practitie it is known that the AGC

* system significantly affects the pa o of sigts and interferences through

the radio receiving Mechanism.

9 Depending upon the selection of the parameters of the AGO, the fluctuation

of the signal can be smoothed or increased owing to its operation. Physioa1s,.

"!1: this occurs because under the influence of an input ignal on the output of the

filter of the AGC the adjustment voltage is produced which contains to some dege

the fluctuating constitueout This volt-ge changes the ia~1ificatian factor of
S'".*,%~
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the receiving mechanism as a result of which the random constituents of the signal

on the output of the corresponding radar channel can be decreased as well as

increased. On the operation of the AGC system depends the accuracy of the radar

measurements in the presence of interferences.

Theoretically, the problem of investigating the influence of random voltages

on a receiving mechanism with AGC appears to be rather complicated inasmuch as

the AGC system is nonlinear. Even with linearization of the regulating character-

istic of the receiver system the AGC is described by differential equations with

variable coefficients depending on the input signal. With the influence of the

random process on the input of a receiving mechanism with AGC, its parameters

, change in a random manner and they are correlated with the input influence. There-

fore, a strict resolution of the problem within the frame work of the correlation

theory is impossible.

In the present paragraph the influence will be thoroughly analyzed on the

AGC system of noises and fluctuations of a signal reflected from a target, pulse

random interference, intermittent interferences, and also a signal fluctuating

in amplitude and modulated by sinusoidal law (which takea place in radar sets

using the method of conical scanning). As a result of the analysis there the

characteristics -ro obtained of the fluctuations and interferences on the output

of the receiving mechanism.

Let uo note that in subsequent chapters the properties of ACC will be con-

sidered simplified since a strict calculation of the properties of the AGC aytem

leads to a Oiniricant complication of the wnalysis of the radio channels of the

Mseasuring systems of coordinates. With this a manifestation of the main regularities

:" ~is haqnered.

Htowever during the analysis of the radio channels of specific radar sets with

a quantitative appraisal of the noise proof feature, a simplified approach to

the appraisal of the influence of AGC frequently turns out to be insufficient.



More accurate expressions are required for the characteristics of the signal and

the interferences in the output of the receiver. In these cases the results of

the conducted analysis will appear useful and necessary.

2.7.1. Influence of Signal Fluctuations on a Receiving
Mechanism with AGC

An equivalent circuit of the AGC system with delay is shown in Fig. 2.8.

The voltage on the input u(t) moves to a variable amplifier. If the voltage on

the outpvt of the amplifier v(t) exceeds the level of delay E3 , then on the output

of the feedback circuit is produced an adjustment voltage O(t), which changes

the amplification factor of the receiving mechanism in such away in order to

ensure small changes in the magqiitude of the voltage on the output with large

changes of voltage on the input.

During the alysis it will be

........ � asumed that the variable plifier is

Sinartialless aince the inertness of the

4tg__. feooba1 ci rout id much .higher than the

inertneas of the aupifier. In virtue

Fig:. 2. F~qW vantt of, a of the high inertn-ovea the input pertur.
receivor With ACC.:
1) variable azolifwahr; .2.) rdivak bation ofra the ACC slystem way be considoe'd
circuit.

tho en-voiopa of -the digiial n the input

evert in ai cavo whort the oigual has ai pul~se chhracter. In aiecorvd.mAes with ths,#

'" by u(t) Old v(t) everywhere will. hencef'orth bte un•o•stod as the envelopes of

theds aigalýi. Thoe 'edbark Cirecuit is a4'w-w to be line•r for the envelope of

th~e Sigul. ThiL3 awua that the detector ii the f4tback circuits is either

"inertialless or is equivalent to a linear inertial cOriuit with rapeot to the

envelope_(3.X--. ýi•, .w- - e, it is awue! taut owing to the fluctuations the

"".a¶¶plituJle of the aiýgmnl doev not. fAl. lower than the level of delaj. This assumption

it fully ipemiesibls i• the dei,.Vy is oarrhd out after the filter in the foodbaa

Circuitts ot the AWC.



In the solution of the problem we

will use a piecewise linear approximation

of the regulating characteristic by which

"'I" we will understand the dependence of

-. ,.:, _the amplification factor on the voltage

t - of adjustment. Then on every section

Fig. 2.9. Regulating characteristic aC of approximation the amplification
an amplifier.

factor will be expressed by the formula

where K, and b -gz are the parameters of t*ho linearized regulating characteristic

on a given section of the approximation, the value of which

is clear from Fig. 2.9.

Since the steady-state mode of operation of the system interests us it is

s•uficiSnt to consider one section of approximation corresponding to the given

established state of the system. Thus the voltage on the output of the AGC

system is connected with the voltage on the input by the relationship

#.Q,: : . .. ( t)•II(.-bEpQOII (24'.2)

The feedback citruit# in virtue of its 2iearity,, is described by the tee..

quency response killow). where M(O) -1.

AUThe radm perturbation on the inpt is ewveniently written An the toam

""t* k)wA+ U (a) .dw( )
-mom"

where A "u(t) is tho matheatical tation of the random proces on, ths input;

_is the rat.o' fW.t ,. -

The random process on the output of the systo is cowvaienty..pesented in

the form(4-d . (

*e '- ;•-:



The adjustment voltage, in view of the linearity of the feedback circuit

with respect to the envelop., will be determined by the foru~la

EpQ~~z4~~V~t~w~e td~k~a.(2.7.5)

From formulas (2.7 .2)-(2.7 .5) it is easy to obtain an integral equation for

ýthe complex spectrum of the random process on the output of the receiving mechanim

with AGO

V(O= Ke + bk,Fv. W(P

bk. V(z) It x)V(to- x) dx
Iw j +AbA.HQiifl

(2.7.6)

where a (*I is the delta.-fun~ion.

The obtained equatton completely describes the processes in the AUG system

of any order in tho atoady--'tate operating mode of operation,

An accurate resolutio of tW3 integral equation for an arbitrary form of.

the nucleus is unnw n; therefore, we seek the resolution in the form of suooessin

inappvoxiateptons ' 1

ih# an asovpo ofteOffne.a the dispesion of fluctuatin as compared

vimi the squan 'Of the 1n' v-A value of the sign"l on the. input ( <).Theft~he

zero aipz'otinion will be written in the form

0and the first-corection toIt

;Substituting into tWe fonla the expreSsion for V.44 * r CeSiqal



* conversions we obtain

Vae)L (tn)-fie(OW), (2.7.9)

where

I+A 9Hp (2.7.10)

9, + bt V

(Koo11

-. is the mean valueO of the ampiJtication factor of the variable amplifier.,

Analogoiuwlys we will rind the exprssions for the second and t~hird correction-

V,(. V.- (j)U0(oW s) I 9 (is) HO(iw,4ds. (..2

V,(um) ~ ~ ~ 5 ~( ) fU.-sU Ws) U (s-s') H, Us)>X

(2-

'The obta~ined solution gives the pose ility. to determine the statisticoal.

~~s~eot the randmi proo-Os in the 3utput- o4f a receiver with AGO.

Udiine4# kothe haUt eetbtqnofte ialo the outatt can be Itound

from the ela.iuonedp

mbastituting the e'WIUU. t4fo V(40)J we Obtasinthe XMMAthatiC&I .*potati6A~

ofth Uirndw pr see On the out. of a ~ -Wth"Ccumacy up to Mhe scawd

* aoxWiauti**i In the tora

TO ttK& b0 0



where S(,) is the spectral density of the fluctuations on the input of a receiver

In the conclusion of this tormula the known relationship was used for the

stationary r•,adom process

U (x) U (-x) - 2%S, (x) a(a).

Since the magnitude of the product Abkl is usually much higher than one,

then with a sufficient degree of accuracy for pratice it is possible to consider

that the mathematical expectation of the fluctuating signal on the output of the

receiving mechanism will be equal to

S" ) KOpA. (2.7.17)

"Thus, if the obtained idealizations are fulfilled then the mean value of

the fluctuating signal on the output of a receiving mechanism with AGC will be

approximately equal to the mathematical expectation of the signal on the input

multiplied by the average amplification factor of the receiving mechanism,

Using the expression for Kcp, the formula (2.7.17) can be apprmxmately

recorded in the form

v,."'(1) ,• ,A •-. E3 +F - const.

Since the magnitude , representing the static error of AGC is usually

much less than E3 , then the mean value of the random process on the output can

"be considered approximately constant and equal to the product of the amplification

factor of the receiver by the mathematical expectation of the random process on

"the input in that range of power of the input signal or interferences in which

"the AGC system normally operates. If the random process on the input represents

a mixture of the useful signal and the interference, then from that presented it

ensues that with an increase in the power of the interference the part of the

useful signal on the output will. decrease. As will be cleax from the followin

in the treatment of the radar trackling moeters (see Ch. 7) this leads to the fact

that with an increase of the power of intererence owing to the standardizing

*i
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action of the AGC system the slope of the discriminational characteristic of the

equivalent follow-up system falls.

From the solution of the equation for the complex spectrum of V(o) one can

determine the spectral density of fluctuations on the output of the receiving

"mechanism with AGC, It is possible to show that for the stationary random process

" there takes place the relationship

V (n) V (•') - V(w) V (d)' =2aoS(w)8(m - w,) (2.7.18)

Swhere V" (w) is the magnitude adjoint with V (c);

S.(w) is the spectral density of fluctuations on the output of the receiver.

* Substituting the expressions for V0(o•) and Vi(ol) into (2.7.18), in the first

* approximation we obtain the following expression for the spectral density of the

process on the output of the receiver:

laS s()=s. (w) I Ha 1•w)1 (2.7.19)

Consequently, in the first approximation the AOC system is equivalent to

a linear system with a frequency response determined kythe formula (2.7.10). Let

us note that the uolution for the spectral density of fluctuations on the output

of the receiver in the first approximation does not require knowledge of the

distributive laws of probabilities of the input perturbation of the AGC system.

This solution can be obtained within the framewo,-k of the correlation theory.

-, Let us consider in somewhat more detail what represents the frequency response

of a linear system whioh is equivalent to the AGC system in the first apprciimation.

This is convenient to do by an example of the wide-spread AGC system of the first
S

order the transmission factor of the feedback circuit of which is determined by

the formula

Fwo formulas (2.7.20) and (2.7.10) we will obtain the fo-lloving expression

*'



"for the square of the equivalent frequency response:

I ) + A), (I + WTP (2.7.21)

Here
r.=
To + ;Bk(2.7.22)

is the equivalent time constant of the AGC system.

An exemplary form of the equivalent frequency responses of the receiver with

AGO is shown in Fig. 2.10, From those characteristics it is clear that the slower

Fig. 2,10. Equivalent frequency responses
of a receiver with AGO.

the fluctuations, the better they are processed by the AGC system. It is important

to note that the equivalent fiequency response of a system, to a strong degreeo,

depends on the mean value of the signal A on the inputs The higher the mean value

of the L,,.• signal the wider the frequency band of fluctuationse which are processed

by the ACC system. This is a result of the nonlinearity of the system.

For practical applications it is frequently neeesary to know the value of

the spoetral density of fluctuatiofs on the output with w-0. Using the above

written relationship for the spectral density and the equivalent frequency

respons. of the system we obtain

• S, (0) (2-.723)



The correction of S2 (w) to the first approximation for the spectral density

of the fluctuations on the output can be obtained if one were to use formula

(2.7.18) and the solution for V(w),

V, (.) V, () + V, v (d') + V, (0) V; (e,)

S-V ) V- )=2,s,(a),(dn-s). (2.7.24)

Here it is taken into consideration that V- Vs-)--- 0, since U(-) =0

Substituting the expressions for VI (m), V, (w) and V, (w) into (2.7.24), we will

have in the subintegral expression the mathematical expectations of the form

V (xI) u (xi) U (x,) U (x,)

For the normal distributive law the mathematical expectation of such a form

is easy to calculate using the relationship (2.4.23) (331. Finally, for the

correction to the first approximation of the spectral density of fluctuations

on the output of the receiver we will receive

i ~ ~SIM V= = I H'"1').. 0" 1•" SU W SM 1(W 11HV (OX) 11 +

+ Hp (Ix=) H; (is -- x.)J die + 2S,, (to) Hp (0)X
XO$ I W Re [HIO (ix)l d-v + 2Sv (,*)X

X S. (x) Re [H, (iw + ix) H,, (X)i dx A- 2S 0)) X

X s. (. - x) Re [P4 (is) ll, (A) dx.

(2.7.25)

With the help of tort"' ts (2.7.19) and (2.7.25) it is possible to calculate

* the spectral density on the output of a receiving mechanism with an AGC system

0of ! order with accuracy up to the second approximation inclusively

. W4U1o1 wwj -s,& 1=) + s 8 (2.7.26)

The analysis shows that the successive approximations rapidly converage if

the inequality • <. is fulfilled; therefore, for the majority of cases the

A
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"accuracy with which is determined the magnitude of the spectral density in the

second approximation, appears to be fully sufficient and it is frequently possible

to limit ourselves to the first order of approximation.

Dispersion of fluctuations on the output can be found by the integration of

the expression for spectral density
00

.S. = -).

,-00 (2.7.27)

Thus, if the function of correlation of fluctuations on the input has form

of R,(i)--'e-1 ', where '-==T. is the time of correlation, then its corresponding

spectral density has the form

"(2.7.28)

" 'Using the above obtained relationship, after integration and necessary con-

versions we find the first approximation for the dispersion of fluctuations on

the output of the receiver with an AGC system of the first order

+ ,,-i y 0, , +,r. '(2.7.29)

From (2.7.29) it is clear that the dispersion of fluctuations on the output

depends on the mathematical expectation of the signal on the input. This is

a result of the fact that the AGO possesses a variable parameter (amplification

factor) controlled by input influence.

If the equivalent time constant of the AGC system is much longer than the

time of correlation of the random process on the input, which corresponds to the

" case of wide-band fluctuations on the input aa compamed with the frequency band

constituents effectively processed by AGC, then the ACC system does not practically

*$@, process the fluctuations. In this case , h,' and the relation of dis-

persion to the square of the mathematical expectation ofl the process on the output

is approximately equal to their relation on the input, i.e., the receiving

meclanism strengthens the random proceso on the input by A•P times without

,. ;'
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changes. Physically this happens owing to the fact that at large relations of

TJT, the dispersion of adjustment voltage is near to zero and the amplification

factor of the variable amplifier depends only on the mathematical expectation of

this voltage. It is clear that the same position will take place in the case

where the AGC system works on wide-band noise interference or on set noises of

the receiving mechanism.

2.7.2. Influence of a Signal Fluctuating in Amplitude and Modulated
"by Sinusoidal Law on a Receiving Mechanism

From AGC

In radar stations which use the method of conical scanning the signal reflected

from the target fluctuates in amplitude and, owing to the scanning of the receiver

antenna, is additionally modulated by sinusoidal law. Since in the input signal

envelope information is contained about the angular position of the targets

great practical interest is represented by the finding of the characteristics of

the signal envelope on the output of the receiving mechanism with AGC. Theoreti-

cally this problem is rather complicated since we are dealing with the influence

of a non-stationary random process on a nonlinear system.

In connection with the periodicity of the law of modulation the mathematical

expectation and dispersion of the random process on the input will be the periodic

fumctions of time.

*@ Using the already introduced idealizations with respect to the characteristics

of AGC this problem can be completely solved the same way as this was done during

a stationary random process on the input.

In the considered case the perturbation on the input can be written in the

form

"u (1) A (I ) (t)) (I + m cos OJ)= A -. Am cos 0,,,,t +

+ AJ () + Aml 1co)s, 0i, (2.7.3o)

where At.(t) is the stationary random process with zero mathematical expectatiom

and dispersion of s' j

*o A'



A and m is the mean value and modulation percentage of the normal signal;

QcH is the scanning frequency.

It is not difficult to show that the spectrum of the variable constituents

"of the signal on the input will be equal to

U (w) U , ( ,o) -Ano [8 (w + ,,) ( -+ •,)l,

[ +((2.7.31)

where U,(w) is the spectrum of the process Aý (t).

Then the AGC system will be described as before by the integral equation

(2.7.6), where U(w) is expressed by formala (2.7.31). Let us find the solution

of this equation by the method of successive approximations considering the depth

Sof modulation (m<l) small and the relation of dispersion to the square of the

mean value of the input signal (t-< 1. For that it is sufficient to place U (*)

into the expressions for V0 (w), V, (w), V, (u), VNO) ... obtained in par. 2.7.1 in the

form of (2.7.31). Found in this way, the solution gives the possibility to deter-

mine the statistical characteristics of the signml on the output.

The mathematical expectation will occur if in formula (2.7.15) the resolution

for V(,) is substituted, Then after the necessary conversions with accuracy up

to the second approximation, the mathematical expectation of the signal on the

output of the receiver will have the form

1Kt) PA 2'K 1
2(,Abk) +/tl•aV•L)5 ,• (flo)c d yr-

* ~ '~ ~i)1I(if~e ~,(2.7.32)

where S#(w) is the spectral density of the fluctuations of A•(t).

Thus, with accuracy, up to the oecond approximation the mathematical expecta-

tion of the .ilmal on the output contains a constant constituent, the first and

'-econd harmonic of the norvtl signal envel.ope on the input.

F"
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Considering that the circuits located in the channel for separating the

angular error signal the second harmonic of the normal signal envelope not gated,

henceforth, it will not interest us. Since usually Abk! > 1, then, with a

degree of accuracy sufficient for practice, the mathematical expectation of the

"signal on the output can be recorded in the form

") KepA + AmRe [H, (ioM) e•cfil. (2.7.33)

This formula describes9 the signal on the output when a nonfluotuating signal

with a sinusoidal envelope acts on the input of the receiving mechanism from AGC

(see for example, C311).

"Consequently, it can be said that with the assumptions made the fluctuations

* do not change the mathematical expectation of the signal on the output of the

receiving mechanism with AGO.

In viow of the nonstationary character of the random process on the input

which is introduced owing to the modulation of the fluctuating signal by sinusoidal

law, the functions of correlation of the random process on input as well as on

the output will depend on the current time. However, on the output of the receiving

* mechanism in the channel for separating the signal of angular error there are

usually put narrow-band mechanims neutralizing the random process in time.

Therefore, a sufficient characteristic of the random process on the output of the

*i' receiving mechanism will be the function of the correlation neutralized in time

"or its corresponding spectral density.

It is not difficult to Iind that the spectral density of the random process

* on the input will be expressed by the formula

w So + [so 0..) +S + 01.2734)

nhý f'.nom of the spectral density for a narrow-band spectrum of fluctuations

on the input is shown in Fig. 2.11.
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Fig. 2.11. Spectral density of the random
process on the input of a receiver.

As can be seen from the figure, in the signal on the input, owing to the modulation

of it by sinusoidal law, there already appear constituents of the fluctuations

near the scanning frequency Dex.

The spectral density corresponding to the mean function in time of the cor-

relation of the process on the output can be determined analogous to the preceding

one from the relationship

IV ((a) -V i(a)j IV& (w)') -V*(c)jj= 2%.3. (w)0' (w -. V). (2-735)

Here the wavy line means that in the mathematical expectation are selected

only those members which correspond to the mean function in time of the correlation

Substituting into (2.7.35) the solution for V(w), we obtain the first approximation

for S,(w) in the form

S, (M) -"Ss (W) I 1.8(iW) I' (2.7.36)

Thus, in the first approximation the AGC system influences the fluctuation

of signal as a linear system with frequency response determined by foraala (2.7.10)

Analogous to the preceding, it is possible to obtain a correction to the first

approximation. A full expression for the magnitude of this correction will not

be cited in view of its awkwardness, and there will be used the circumstance that

for the channel for separating the angular error signal, only the constituents of

fluctuations on the output, which are neaw- the scanning frequency 0., p are

"important. Usually in selecting the parameters of an AGC system, the requirement



of minimum distortions of regular input signal envelope must be considered first.

"From the formula for the mathematical expectation of the random process on the

' "output of the receiver it is not hard to find that for the satisfaction of this

requirement there must be fulfilled the conditions

I H,(ic,) I' -- K,, H (iJ0 ) 0. (2.7.37)

In fulfillment of these conditions the constituents of fluctuations on

the output near the scanning frequency with a narrow-band spectrum of fluctuations

on the output will have the form [34]

.s. () ,.So ( ,) 13 ( ,).(2.7.38)

The form of the spectral density of fluctuations on the output of a

receiver is shown in Fig. 2.12. From the obtained relationships it follows that

Fig. 2.12. Spectral density of the random
process on the output of a receiver with AGC.

*@• the better the AGO system processes the constituents of fluctuations near •-0,

. .the better processed are the constituents near the scanning frequency which are

in the spectrum of the signal on the input owing to the modulation of the fluctuating

* .signal by sinusoidal law. From this point of view it is profitable to decrease the

inertness of the AGC system to the limit determined by the permissible distortions

of a sinusoidal signal envelope.

In practical calculations of the noise proof feature of the measurement

systems of angular coordinates one should consider that formula (2.7.38) is

,..



obtained on the assumption that the fluctuations on the input near ,-=O are so

narrow-band that the constituents of these fluctuations near the scanning frequency

are practically equal to zero, i.e., S10(9 10) -O. However, this assumption cannot

- be fulfilled since with a small m the constituents calculated by us AS,(*) can be

comparable or even smaller than the constituents of the fluctuations A•(t), near

the frequency of OcK.

However, these constituents can be calculated using the formula for the first

approximation (2.7.36). If the conditions are fulfilled (2.7.37), then part of

the spectral density caused by the presence of the considered constituents near

the frequency ., can be considered approximately constant and equal

A.S € 21';,S.0 (2.7.39)

This means that the AGC system, if the conditions are fulfilled (2.7.37),

does not completely process the constituents of the spectrum of fluctuations of

the signal on the input of A•(1). which are near the scanning frequency 11cm.

It is possible to show that such appraisals of these constituen*.s of the fluctua-

tions are sufficient.

The obtained characteristics will be limited since they are sufficient for

an analysis of the influence of the fluctuations of signal on the radio channel

which will be presented in subsequent chapters. More detailed information about

the characteristics of the random process on the output of a receiving mechanism

with AGC for the considered case and the method with which they are received are

contained in 134).

* 2.7.3. Characteristics of the Fluctuations of a Signal on
the Output of a Receiving Mechanism with

a Square-Law Detector and an
AGC System.

"The whole preceding analysis was conducted with the assumption of linearity

of the regulated amplifier. With this, the amplifier can include such elements of

* • %u m l I i p u um qu m in nlum I n anI



a real receiver as an IPA, a dotect-or, and a video amplifier. It is clear that

"the amplifier can be considered linear only in the case where the detector linearly

transmits an input signal envelope, i.e., in the case of a linear detector.

Fig. 2.13. Equivalent diagram of a receiver
"with a square-law detector and an IFA:
1) intermediate "ý.aquency amplifier; 2)
square-law detector; 3) feedback circuit.

SSince in certain receivers the detector operates on the quadratic portion of its

characteristic (with low voltage on the input of the detector), we have a practical

interest in the analysis: of the inluoncO of the fluctuating signal on such a

receiving mechanism with AGc. An equivalent diagram of a receiver with AGG is

shown in Fig. 2.13. At first. it .ei convenlent to... obtaiý the solution for voltage

on the input of the detector ul(t), rand then to. rind the. chracteriutics of the

raundom process on the output.

Analogous to the preceding (2.7.2) it is pouaible to •rito

( 1,(t) JK6 , 1)1. (2.7..40)

Considering that the voltage oti the output of the detector i3 equal to

for the voltage of adjustment we obtain

where U,('4 is the spetru of ul(t);

E4 is the delay voltage converted to the output or the detector.



Substituting (2.7.3) and (2.7.42) into (2.7,40)t it is simple to obtain the

following integral equation, describing the AOC system in the considered case:

U5 (@) - A1 ((s+ bk,E 2is) H (K.+ he.) d is)

Us Us h(s H Us-) UH(a ,) dad#,

* (2.7.13)

We will resolve this nonlinear Integral equation by the method of successive

apprwd atin with the assumption of the smallusess of the relation of dispersion

to the square of the mathematical ecpeotation of the signal on the iput -<1IA'

Then for a twro ppumainwe will obtain the following equation:

Us*(# U8.( H Us) d8(1.

(2*.7441)

7rts the physical considerations it is clear that In the iw ppolato

the signal on the output wuill be constants fterefOrss It is natural to ss~k

*the solution Of ths 00AtIoin the fozu

* (4(e~m~a~i2 3.(2*7.45).

Substitutitng (2.7.45) Irto (2*7.1.4)s wo will obtain a seroasrozdration

for 111(d)

(24#.47)

Is the aveoge ai01iiotit o w ftorf the SM1il9few.

Smablutitut the solutm or 0,' 10Ca) lnow the In"uial latearl evupatiOn for

the first wnemtift we obtain the follrAniu mqvuudns



"U((a)(X, + bk,E,)

I + 2Alb3 ,K,,K (i1w) (2.7.48)

In the same manner approximations of higher orders can be obtained; however,

for practical purposes in most cases it is possible to limit ourselves to the
first approximation. Thus, we obtained the solution for the spectrum of a signial

envelope on the input on the detector in the form

-:.".us (-);Z: U" ('0) + u'a (w).

From formula (2.7.41) it follows that for finding the spectrum of the random

*.i process on the output of a detector V(M) it is sufficient to take the contraction

of the spectra

VO (W) =7- U, d=.•(s v,(") V,()

Subotituting the resolution for U (-). we obtain

(0 X v,1 # 64,1 4j

Then the matheftio1 expoctation of the sigal on the output will huve the

*J 'form

.< ~ ~ ~ ~ ~ ~ o . .• W 11 H, t1 , t
-- '(2, 7,*,9)

*, •) ig the apectr•l donaity of the 'lucttit.£wio on the ilput of the reeeiver.

?or a AGC 3ysute with ver gret Inertness it is posoible to &pprxiately

consider Wi~t ,

"Thea

00



The mean value of the random process on the output remains approxdaately

constant near the magnitude E of delay voltage. Thus, in the case of a square-
3

" t�'aw detector and the AGO system, with great inertness) the product of the mean

=mplification factor on the mean square of the input signal envelope is kept

constant.

Using the solution for V(w), analogous to the preceding for the spectral

donaity of the fluctuations on the output we obtain in the first approximation

the following expression:

S , S.)- l H(eA If* (i.) I' (2.7.52)

where

H e (is) = + 2K + e 2 k1  -ff - (2.7.53 )

is the frequiency response of the linear system which is equivalent to the AGO

system in the first approximation

Comparing formulas (2.7.10) and (2.7.53), we see that the equivalent fre-

quency responses of AGO with a linear and square-law detector have the saw char-

aacter, differing only quantitatively.

* In conclusion we will present the magnitude of the spectral density of

ti2UatUatiOns3 on the output at zero fre.quency, which will be required in subreupent,

chapters. Substituting in formula (2.7.52) w-O and considering that usually

* ma gnitude AbkI 1,i we will receive

S,(O)S~(O)(2.7.54)
o(Ahh,)'',', $,0) =,S, . .7

2.7.4. Influence of a Fluotuatift 8ial on a
Double-Loop AGO Sptem

To C•ulfill all the increasing requir•mts of rceiiing smehco ns, in ny

case# there appears the necessity of application of double-loop ACC sYstefM tehic

can be series (F4g. 2.14. a) and parallel (Fig. 2.14, b).

S. We will pursue the analysi: of the operation of the oeiving schaim with

- , ."
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a double-loop AGO syster aWth an influence on its input of a fluctuating signal.

From Fig. 2.14, a it is cLear that a receiver with a series double-loop AGC system

consists of two series connected amplifiers, each of which is regulated by its

own AGC system. An analysis of the random processes in ore amplifier with AGC

a)

Fig. 2.14. Equivalent diagram of a receiver

with a douole-loop AGC system:
a) aeries; b) parallel.
1 ,2) variable amplifiera; 3,4) feedback
circult..

haM already been conducted. T.here remains only a signal with the found charaoter-

istics •o gate once wxre one regulatod awplifier. With accuracy up to the first

* appro'O.wt, ion this problem is uolvod eleaentarily. It appears that a reo-ziver

. with such a double-loop AGC system acts on the input aignal ienvelope rf,.ndin" as

ina inear •yot.m with 6queiva1ont frequency responso dutrnned by ttw fozvmuia

14!•,,(jw).,,,,,.,.. (2..7.5,,

whare fIý~iw) and flreP are tho eqxivaitnt erdquent7 rconneu ow tihe firat

arnd becOnd amplifier; /h, is ieteititjd by the

fNrnula (..j)



In finding H,,(iw) in formula (2.7.10) one should replace A by K0pA,

w ,hre P2., 1  is the average amplification factor of the first amplifier and

1. traininig parameters, entering into the formula, relate to the second amplifier.

T.e analysis of a parallel double-loop AGC system is more complicated. Being

.i.t•rested in the steady-state operation,we approximate the regulating character-

Sitics of amplifiers by straight lines. Then the signal on the output v(t) (by

.-Ot) aid u(t) aze understood real signal envelopes) will be connected with the

.-.input signaJ. and the adjustment voltages in the following manner:

v (t)=•u (0 JK1 -b,ýp (1)l [Ks - Ep, (41, (2.7.56)

wr.ere K.1 and bl, K2 and b2 are the parameters of the controlling characteristics

of first and second amplifiers.

-epr'senting the signals on the input, and output in the form of (2.7.3) and

f.- ,. 1ua), nad the adjustment voltage in the form of (2.7.5), it is not hard tc

u"1.:irn an integral equation for the complex spectrum V(w) of the signal on& the

V (o)-- F (w) { t2'A8 (w) + U ((')I (CK + bi.e1Eg) X
•X (K, + .,fr,,) - (K.b, + btbk,a$,E) X

- "" '• X V (s) Il, (is) U (w - s) ds - (Ktb, + b1b,k,11•,) X

* .Xi V (is) 1I, (1s) U (us)ds +

* . V (s) V (w. - s) III (is) /i, (iQ, - is)ds +

~ ~~~~~i -. ... (x,,•jjv1•) v (Y - X) 11, (i,:C) It, (is - Ux) X

SU (a--s).xdx ,

(77)

lbkakI., iOW

:•.-. ;, •,,U N ',



Hk,J1 (1w) and k•f,(, .) are the frequency responses of the AGC feedback

Circuit.t

The solution of this norLlinear integral equation is expediently sought as

"before in the form of consecutive approximations

V (- V, ) -- V, M +. (2.7.58)

Not remaining in detail on finding this solution we will present the final

results [35]

SV(r)."2KcpAM (a) (2.7.59)

D

where Kcx==-•- is the mean amplification factor of the receiving mechanism,

and D is determined from the solution of the equation

'bkko,ADI - (I + AbKko-,-+AbKiko-- + Ab~býE,,k,,ko0 -+

+ Ab~b,E,,koko,) D + A (K,K, +b.KkE,,, +-.

-4 b,KE,..k. + bi,baEkQko,) =, 0.

"The magnitude K,1 coincides with the amplification factor of the receiving

mechanism when on its input there acts a signal of constant amplitude equal to A.

The first correction to the zero approximation has the form

V, (wl)::. U (w) H (i,), (2.7.60)

Ii-( ) I{.. I N, 1 , (u,,) + N,11, (i,,)

N ".- Abk,, K,. b~k,, W, A-" ..." i.

N, =,o Ab~k,, [K, - I4k, (j,.A- E 'M). (2.7.61)

Frow these fornuias it iollows that from the viewpoint of trtanswission of

',the .iignal envelupe the receiving mechanIsm with a djuble-loop AGC system is

equivalent in Lhe first appioximation to a linear aystew with frequenicy response

t.(i,,,) . Using the obta.ined solution one can determine the Opectrum of the

,*•, signal einvulope on the output in any fort of a.vi envelope on the input.

• "L'. i'With a riaiom Influence on tho input the obtained taolution perudtma finding

.e
//, .. . ."
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the characteristic of the random process on the output. The mathematical expecta-

tion of the random process on the output in the first approximation will equal to

--- S 1V. (--) + V, 'd, =KceA.
VVt)+ _V (2.7.62)

The spectral density of the fluctuations on the output is simple to determine by

using the relationship (2.7.18). The first approximation for the unknown spectral

density will have the form

S- ( 0) S . W I H '0 ) 1' (2.7.63)

U Analogous to the preceding, these formulas for the mathematical expectation

and spectral density of the fluctuations on the output are correct with any form

of the distributive law of probabilities of the input random process envelope.

The obtained relationships permit finding the characteristic of the signal

envelope on the output of the receiver and to estimate the advantage of applicatior

of the double-loop AGO system. For example, in radar sets with conical scanning

the goniometric channel of the receiving mechanism shoul.d have an AGC system with

great inertness. In the range channel, on the other heand, it is more desirable

"to demodulate the signal, i.e., to have a low-inertial AGC. These requirements can

be fulfilled with success by employing the double-loop AGC system with a& of

the above described forms if the first loop is made inert, and the second-low-

inertial. It ia interesting to note an additional advantage which is obtained

owing to the application of the double-loop AGC system. The demodulating proper-

ties of AGC in the range channel will depend weakly on the level of the signal on

Sthe input. Actually, from the formulas (2.7.55) and (2.7.61) it follows that
0

within the Limit, if the first loop of the AGC possesses an infinitely large

inertness the equivalent frequency response of the receiver in both cases has

the form

no ///

I £p~~hs~Qa

* ,'- 1, 1- / [ • ;; . " _ :



"Magnitude K•,A remniv.!rs approximately constant with a change of the mean

level of the input signal A in a large range, and signifies the frequency response

on which the demodulating properties of the AGC depend.

Let us remember that in the case of a simple single-loop AGC system the

frequency band of the signal envelope processed by the AGC was increased with the

growth of the mean leve&, of input signal.

In conclusion let us note that a similar method in [35] analyzes the action

on a double-loop AGC system at a signal with a normal sinusoidal envelope.

2.7.5. Influence of Random Pulse Interference

Let us consider the influence on a receiver mechanism with AGC of random

pulse interference (see Ch. 1). One should always expect the power of interference

to be significantly larger than the power of a useful signal. Depending upon

the magnitude of the mean frequency of the appearance of interference pulses the

following operating modes of a receiver mechanism with AGC are possible.

1. The mean frequency of the pulse interference is small, On the output of

the receiver widely spaced pulses of interference will take place with an amplitude

equal to the level of the limitation of the receiver mechanism and the pulses of

a useful signal (Fig. 2.15,a). Owing to the influence of interference on the

output of the AGC feedback circuit there appears a random constituent of adjustment

voltage which, acting on the amplification factor of the receiver, modulates the

pulses of the useful signal in a random manner. Since in this mode the useful

asignal is higher than the delay level, the AGC system will partially process the

randont constituents ," the signal envelope. The quantitative characteristics

interesting us of the random process on the output for that case will be found

below.

2. The mean frequency of the appearance of interference pulses is increased.

The mean value of the ACA; adjustment voltage increases at a certain critical

frequency V",, and the useful signal will drop below the delay level (Fig. 2.15,b).



At this moment the AGC system ceases being closed to the useful signal and this

means it does not process the random constituent of the signal envelope appearing

due to the interference.

\,

a)

, I

0)

Fig. 2.15. The influence of random pulse
interference on a receiver with AGC.

3. The mean frequency of the interference pulses is increased, still more then

the amplification factor of the receiving mechanism decreases so mcoh that the

useful signal appears completely suppressed, and at a certain frequency of Vu,2

the interference emerges from under the limitation (Fig. 2.15,c).

Such is the physics of the influence of the random pulse interference on a

receiver mechanism with AGC. Let us consider the quantitative characteristics of

the operation of a receiver mechanism in the presence of such an interference.

With a sufficiently widely spaced interference, where the useful eignal is

*JIIIIll• l l~l WIlp IIII !I I I II Il H ] l• II ~ l !I •II I lIII• Il r I p Il~ i



higher than the delay level., for an analysis of radar meters it is necessary to

know the characteristic of the signal envelope on the output having, as was

indicated above, a random character. We will define these characteristics. The

adjustment voltage in the considered case can be recorded in the form

Ep (t) t E + (t) + E(t)+ (), (2.7.64)

where Ej (f) is the adjustment voltage appearing due to the useful signal and

determined by formula (247.5);

E -- is the mean value of the constituent of adjustment voltage appearing

due to interference;

e-,,(t) is the random constituent of the adjustment voltage appearing due

to interference (epu(t)=-O)

Representing the adjustment voltage in the form of a Fourier integral we

obtain

-- a

"+ ."ý ! (w e'*',!e

2n I
-.0

(2.7.65)

where (i) is the spectrum of ept (.)

Putting (2.7.65) into (2.7.2) and taking into account (2.7.3) and (2.7.4),

we obtain an integral equation describing the AGC system:

,V(w) --- 1+I- (•-) A (K, +E bkE 3 -- bE()) (• (n) -f-
*... +u.(:) (, -+ bk,1F -- bET)) - ,.'bEv, (n) -

-"bk• . V (s) U ( I--)tl (is)ds-

5 U s) .,. (s) ds
.- 4W

We will solve this equation by the method of successive approximations with

the assumption of the s8iallnes3 of .0'.< I and 2P-< 1, where o , is the dispersion

of the constituent of the adjustment voltage appearing due to interference.



Then the successive approximations will be written in the form

'" > ~V (w) = 2,KcpAZ,(w).

where

K ---- , I + Abk

V,( H) (u E)

.. j (2.7.66)

Approximations ot higher orders exist in a similar manner. We will not cite

them in view of the cumbersomeness of the expressions.

As an example let us consider the receiver of a radar set with conical

scanning. The useful signal in it will be modulated by sinusoidal law with a

scanning frequency of Q,,, and in the obtained fornmlas, instead of U(o), one

should place the expression

U' (a) mAr 1& (a 0,0N) a O-.)l. (2.7.67)

Then, analogous to the preceding, one can determine the first approximation

for the spectral density of the signal envelope on the output
el!S. (a) ==,. (a) ý'I H.(,.II'.

H. (2.7.68)

whero S, (*) is the spectral density of the constituent of the adjustment voltage

appearing due to the interference.

The first correction to this approximation can be found from the relationship

(2.7.20).

* For goniometric channels only the constituents near the scanning frequency will

interest us. Substituting the solution for Vo(w) and V1(o) into (2.7.24), we

obtain that the correction to the first approximation contains the following

W •interference constituents near the frequeney of scanningt

*

¾ U ¾ 4'*
l.,l 44 4 4n '4ur



I Am AA~/i s ( ) -, - •- .S %(W - t K -. I, H a ~i • [ .- - p )

X AH ( Re [Hp(_a)+ }
i.• t Hv•-- ¢")l-- ••7•(2.7.69)

Let us turn to a determination of the spectral densitySo,). Since the receiver

mechanism is gated, the pulses of the signal or interference will appear on the

output only at the moments of the gating. If the interference conforms to the

Poisson distribution then the probability of the appearance of an interference

pulse in the strobe will be equal to

where v is the mean interference frequency;

' is the duration of the strobe; p < 1.

Then the disperion of amplitude of the interference impulse on the input of

the feedback circuit can be written in the form

i (Uorp EBY VT(1 -0 V), (2.7.70)

where uorp is the limitation voltage of the receiver.

The interference can be represented in the form of pulses following with

the frequency of gating repetition where the dispersion of the amplitude of

every pulse is determined by the formula (2.7,70), and the adjacent pulses, naturally,

can be considered independent. Since in feedback circuits there is a filter with

a time constant many times larger than the period of gating repetition, the filter

will react to such an interference as to white noise with a spectral density

determined from the relationship

where T, is the period of gating repetition.

Then on the output of the AGC feedback circuit the upectral density of the

consLituent of the interference will have the form

"'?) ~~SPu (W) =-,7 T'k 1"/ 1t (i'*) I
S(..-,. (2.7.71)
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or, considering (2.7.70), we find

Spu (,) (uor- E,)' vt, (1 - vi,) Trk2 H (iw)j. (2.7.72)

The obtained formulas permit calculation of the spectral density of the

constituents of the interference near the scanning frequency. In the analysis

of the goniometrical channels it is frequently sufficient to know only the value

of this spectral density on the scanning frequency. Let us consider that usually

the parameters of the AGC are selected in this way so that distortions of the

sinusoidal signal envelope are minimum.

Here 114 (iO0s)j K,.

Then from formulas (2.7.68), (2.7.69) and (2.7.72), considering that magnitude

AbkI > 1, for the spectral density of the constituents of the interference of

the signal envelope on the scanning frequency we obtain the following simple

expression:

0S,'(D0) • (U0 , - Et)' v'O (I v%.) T, X
..x -{-2 (Abk,)' I H (iO0.. ) (• (2.7-73)

* In the considered mode, the receiver mechanism will operate as long as the

mean frequency does not exceed a certain value of Vpi, with which the usefl

signal will drop lower than the delay level. We will define this interference

frequency.

It is possible to approximately obtain that the transition to a now operating

mode will be carried out while the mean value of the useful sigaal on the output

* is equal to the delay voltage, i.e., at the fulfillment of the equality

In this mode the adjustment voltage will be determined only by the interference

since the useful signal is lower than the delay level. Ihe mean value of the

*



adjustment voltage is simple to find by the formula

EP M) (Uorp E.) k,vc., (2.7.75)

Substituting (2.7.75) into 2.7.74) and solving relative to Y, we obtain the

following expression:

K,A -- E,
¶c Abkm,(Uorp-- E3 ) (2.7.76)

With this, the parameters of the regulating characteristic of Ko and b should

be selected on the section corresponding to the normal operation with a signal

on the input with amplitude A, equal to the amplitude of the useful signal.

Thus, if the mean interference frequency is higher than V~pI. the signal will

* drop below the delay level, and its mean value will be determined by the formula

A[K, - bkwvc (aor, - E.)J ] (2.7- I1 )

The adjustment voltage can be written in the form

;i:" .: _.(2.7.78)

Substituting (2.7.78) into (2.7.2) and consideri:,g (2.7.3) and (2.7;4), for

the spectrum of the signal envelope on the output we obtain the followinp

"expression:

V (w) Ka i, (IN + U (u)I - Abtq (a)-

Ab*-- U (S) E'11 (W --s)ds.

Using this expression it is easy to find the spectral de;isity of the ,ignal

envelope on the output for the above considered case of a radar 3et with conical

scanning. Then the constituents of interference near the frequency of cawiinag

will be deterained from the fozmiula

as (,) 1, ....V$ A.

The value of the spectral density of the signal envelope on the scanning



frequency, taking into account (2.7.78), will be equal to

y..

S. (DON) = (Uor&,- E c,)". (I -- v,) T, (,4 bk1)' X

X(1HicsI+ 21 (2.7.79)

It is not difficult to see that in the analyzed zmode the value of the sjectral,

density on the scarning frequency is larger than its value in the case where the

ACC system is closed to the useful signal. This should be expected, since in

the considered mode the AGC system does not process random aonstituento of the

signal envelope.

in conclusion, let us find the value of the mean frequency of Interference

v.,=. with which the interference emerges from under the limitation. The

transition to such an operating mode will take place at fulfillient of the equality

as .(K.- b~ f))"uo)r,.9 (2.7.80)

where um is the auplitude of interference on the input of the receiver.

Substituting the man value of the adjuatment voltage deterwned by famaula

(2.7.75), and solving the equation relative to v, we obtain

Vies= ""pe • 1u.se.'

Let us note that the parauters of the apwoximated rogulat4ing charteristi

of the receiver in the given case should be selected at the opeaata8. poi4t where

the apliticatioi factor i•. equal to

The found chazioteristico of the random poceess on the output and the valu.e

*, of the critical frequenieas of interfemnce, with which the transition fim one

operating mode to awther occursp is sufticient for an analsis of the ntWluuic@

of such intePemwc*e on the radio chamnel on the whole.

* .!



2.7.6. Influence of Intermittent Interference

In Chapter 1 it was noted that interference can have an intermittent ch,:w r

a Let us e-otsider the processes which occur in the receiving mechanism with AGC( with

the influence of interference of such a form. Interference will be considered

Fig. 2.16. Intermittent interference.

active in the time ii.terval TA,, and cutoff for the time T (Fig. 2.16).

* The power of rhe interference is naturally expected much higher than the power of

*•" the us;ef'ul signal as a consequence of which at the first moments of time the

* interference occurs under the limitation in the receiver. Then on the input of

the AGC foedb'Ack circuit there will act a voltage equal to t-Ea. Owing to

this there will be produced an adjustment voltage decreasing the amplification

factor of the receiver. In view of great inertness of the AGC fecdback circu&tL

the adjusttent voltago will increase slowly. Therefore, for the duration of a

ctceain ttmea which will be designated to.,. the amplification factor of the re-

coiver will be such that interference rains Limited by the amplitude (F*g,

2 217). For the duration of this time the AM sytetf appears to be opened since,

in .pits of the fact that the adjustment voltage increaaes, the interrference

"- amplitudfe on the output rezains constant, equal to U,'"

Sta.tly, the momet approachea whemi the Inereasing adjuotwent voltage will

ehatgo the amplitication factor 6o much that the intirterwewe will eerge fro=

under the limitation. Frea thisa xoent the AGO cuts oft •id starts a fast

- tras it.nt procen at the end •of which the atplttude of the interfer•nc•e en the

out ut attains a steady value.

i' "
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Fig. 2.17. Interwittent interference and
a'useful sigual on'the output of a receiver.
KEY: (a) Tactive; kb) T cut--of."

After the start of the bundle of interference on the output of the AGC

filter the -voltage .:remains.I 3 .e to the steady value of-the adjustment voltage

..during operation on tho interference. Since the amplitude of the interference

is-much larger than the amplitude of.-the useful signal.then in the first moments

of time. after-cut-off of-the interference the useful signal appears to be completely

suppressed. Then the capacitor8 of the AGC filter start to discharge, the adjust-

-ent volltagp decrease-s, owing to which the amplification factor of the receiver

increases. After a certain time taw• the useful uignal increases to the

delay level and ths AGC system starts to oporate on the useft: signal, With the

- : recvption of. the folowhig bunale of. iutterference the aescribed cycle of operation

is repeated.

STh•e described foi-m of interference leads to the fact that during the tim.

-- ", wh.s ile the intarforence 18 under the .limitation, and tvwh, while the

useful signal is absent or is very amlI, on the output of the receiver there is

,.L no information about tUe target povition data. l1W-thertore, in radar sets with

conical scazridn beats appear between the Lmmonios of the breaking frequenoy

and thE6 referenco volhaga in the gonlowetrilc channelo$ as a result of W -ah

tracking by angles o" be complotely a.f.ctod.

The important quantitative oAurac-triatAc8 of the operatiou ot a reosiw

-mechanism in UAi proseneo of such an interfarence iare introduced 4bove the

z maritude of Is.n and t.,. Thbeir detormination will be limited duing

,~ , V.~'y.,.. -* /.- ' ,/



the analysis.

If the filter in feedback circuits is a simple RC-circuit with a time constant

To, then the magnitude tru.i can be determined by the formula

4114 = in. k, (uorp -- A) o
K1Un - Uorp

S(Uorp-- E). u (2.7.82)

where K. and b are the parameters of the approximated controlling characteristics

which are selected in the operating point where the amplification

factor of the receiver is equal to K= ,-=--;

Ua is the amplitude of the interference on the input,

If the magnitude of the adjustment voltage,$ necessary for the remova of

interference from under the limitation is much less than k, (uorp-Ea) , then the

"formula (2.7.&2) takes a simpler form

*[' 1",* 7'~

..aignitude ,n is determined by the expression

T In (K,.u - EJ) umb,/k,

where KO1 and bl are determined at the operating point of the controlling character-

istic in which the amplification factor is equal to K

2.8. ConcIusion

In the Present chapter there was considered the passage of a signal and

interferences through the elements of a radio receiver "eohanium. It is very

. important to further note the idealitations of the elements of the receiver which

will be used during the analysit tand synthesis of radar meters ant syste" of

," detection,

*i::@i An intemediAte frequency aml*fier can be considered equivalent to a

linear band filter tuned to an intermediate frequency. During a pulse signal,

* .. ,/ g 6 •• - ,'. .,;" . . " " . . . ' • " ". .. ."''" '. . . . . . .



owing to the application of gating in the IPA time selection is possible. As

one will see subsequenty, the time selection arid filtration before detection are

an essential pert of the optimum processing of a signal.

The second detector can be considered as a Tchania separating the input

envelope of the random process (in the case of a linear detector) or the square

of the envelope (in the case of square-law detectors).

The phase detector with quadratic characteristics of diodes is equivalent to

a simple mechanism cross-nmitiplying the input random processes with the subsequent

separation of low-frequency constituents. Therefore, henceforth the operation

of multiplication of the signals will si~pify the necessity of the transmission

of signals through a phase detector of such a form.

Video amplifiers and audio amplifiers will be considered as linear inertialess

quadripoles.

In the present chapter is given a detailed analysis of the influence of a

fluctuating signal on an AGC system. This information can be necessary in the

analysis of the radio channels of specific radar sets.

Henceforth relative to the AGC system the following idealizations will be

used:

"with a linear detector in avriable amplifier the AGC system charnges the

mean value of ths amplification factor of the receiver reciprocal to the magitude

of the math6matical expectation of the random process envelope on the input so

Sthat the mean value of the aWlitude of the voltage on the output remains approxi-

wately constant the (atsndardAsing property of the AOC). In a square-lav detector

*•wid an AGC oystem with a high inertness a mstant voltage is supported on the

*. output equal to the prodfot of the men au•Lifiaation fact•e of the receiver on

- the mean square of the rendA* pveee hvslope on the inputI

-* the fluctuations a•e pmoeseed by the AGO eWate in the first approzi-

wation as an equivalent -±nesa system with frequency responses deterined by the

forviulas (2.7.10) or (2.7.53).



C H A P T E R 3

GENERAL QUESTIONS OF THE THEORY OF DETECTION

3.1. Introductory Remarks

0 Detection of targets is one of the most important problems of radar. In

radar sets of remote detection, this problem is sometimes unique. In an impre-

ssive majority of radar systems, detection precedes the fulfillment of other

pr'oblems--identification of targets, accurate determination of their coordinates,

"explanation of the character of trajectories of detected targets, etc.

In some radar stations, the problem of detection in pure form, as a pro-

Sblem of establishment of the presence of a target, does not appear, since these

radar sets receive an indication on the presence of a target in a certain region

of space from special radar sets of detection. However, the accuracy, with

- -which the po3ition of the target relative to the considered radar set is deter-

* Ifl mined with the help of a station of detection (accuracy of target designation),

practically always is insufficient for transition to accurate determination of

current coordinates and identification of targets with the help of specially

intended tracking systems. Therefore, the fulfillment, by such radar, of its

: :main functions, should precede the capture by the tracking eystem, which is a

more precise definition of the target position data. This more precise defini-

tion is produced technically by the same means as detection of the target, and

appearing with this, the theoretical problems of its formulation and methods of

i"O"



solution in most cases are fully analogous to the problems of detection.

It is necessary to note that the problem of determination of coordinates

F of the detected target always arises and is solved simultaneously with the

. problem of detection and is naturally connected with it. Separation of these

".- problems can be produced only very conditionally and is connected mainly with the

essential distinction of technical methods of determination of coordinates in

conditions of detection and measurement, where the methods, utilized in conditions

-- of detection, are closely connected with the procedure of acceptance of the solu-

tion on the presence of the target.

For a conparison of various systems of detection, it is necessary to intro-

duce definite quantitative characteristics of the quality of these systems. The

*.haracteriil..ics of authenticity of the accepted solution on the presence or

a1Ns•rfice of the target can be, for example, the probability of pass of the target

(acceptance of solution on the absence of the target, when there is a target)

and false alarm (acceptance of solution on the presence of target~, when there is

no target,) or any function of these probabilities. The characteristics of accurace,

~'rdeteruiination of coordinates, producible in conditions of detection, can be

statistical characteristics of errors of measurement; for example, dispersion

or probabilit y of exceeding by error in modulus of the half-width of the discri-

wminat.ixnal chajctaeristlc corresponding to the tracking system. The character

* of requirements, presented to systems of detection, and selection of quantitative

chtracterist.icm of the quality of their work is determined by the specific con-

ditions of application of theae systetas and the essence of the conaidered tactical

0 problem.

If one were limited to the consideration of existing syatem* of detection,

then in this region, the problems of the theory reduce to the lalculat..on and

compariton of qlauntitative characteristics of varioub systens and ratiotal selec-

tion of their prametrers. uch a problem may be transferred to problews of

-1 k.
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"analysis of systems of detection.

The contemporary state of the theory does not limit us to the analysis and

comparison of systems of detection, designed, proceeding from those or other

qualitative considerations. Application to problems of detection, quite in detail

developed in mathematics of the theory of statistical solutions (the elements

* of this theory are expounded in Section 3.2) allows to synthesize forms of treat-

ments of the received signal, ensuring the best possible given conditions of

the value of the selected characteristics of quality.

In the theory of statistical solutions are considered problems about optimum

(from the viewpoint of selected criteria of quality) determination of probability

properties of random processes or totalities of random variables by the results

0 of observation of realizations of these processes or magnitudes. A problem of

such type is also a problem of detection: on the basis of observation of reali-

zation of the received signal, which is random due to the interferences and fluctu-

ations of the reflected signal, it is required to accept the solution on the

presence of the target, i.e., to accept the solution on, which of the two possible

distributive laws (for a signal with interference or for one interference) is

subordinated to a random process, the realization of which is observed.

Although the identity of problems of detection and some problems, considered

in the theory of statistical solutions, is quite evident, wide application of

the results of the theory to problems of detection in radar began comparatively

recently after the appearance of the already existing classical works of V.

Peterson, T1. H3erdsall and V. Foka L210 D. Van-Miter and D). Midditon [3-6J.

* Significantly earlier (in 1946), results, analogous to those from the theory

of statistical solutions, were received independently of those known at that time

on the theory of V. A. Kotel'nikov 136).

*.0 Here we presented only the first of the basic works in this field, deter-

mining the trend of the development of tho theory. In the future, there appeared

| " ,
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many works, devoted to various particular aspects of the theory of radar detection,

some of which we shall mention in the cowrse of this account.

3.2. Main Positions of the Theory of Statistical Solutions

Towards the end of the 1930's and beginrjnng of the 1940's, in mathematical

statistics there existed two independent tzends, connected with optimum methods

of acceptance of solutions on the basis of random experiment: the theory of

.estimation and theory of check of statistical hypotheses. These trends were

united in the 1940's by A. Wald [37, 381 into the generaltheory statistical

solutions. Li frames of this general theory were int-oduced some new conceptions,

the use of which tunied out to be very fruitfu-L, and a number of new general

results was received.

"" By the term "'3tatist:cal solutions" we uiually mean solutions, accepted on

the basis of' observation of some tota.Lity oi random variables or the realization

of a random process. Statistical solutions include, for example, the solution

on the presence of a target or on the values of its coordinates, taken in radar

on the basis of observed realization of a received signal. The theory of statis-

t ica.l solutions is occupied Ai Lh the investligation, comparison and detecting

of the bezit. methods of acceptancL of su-Ah -Aolutions.

In thiqs paragraph we wi] . preaeni. the definitions of the main conceptions

and w•lU briefly enumerate the general results of the theory of statistical

soLut ione. The axpiinde-d maitercla refmrs, in an equal degree, to problems of

",,radar det-etton ard masuroment r coordHnates and w"l1 be used also in the

chaptero, devoted to meatuturement.
0

'Me totality y of observed meimings of random variables in mathematical

statistics usually ii called selection. Ilis totality io described as a multi-

dimensional (by the number of magnitudes, entered in y) dietribution of probability.

1.For simplicity, we s1halt coni'ider that therti a7tle a multi-dimensional probability

S*i< '- - '* *-,,a



density p(y) (y may be considered as a multi-dimensional vector). In the

future, we, basically, must deal with solutions, accepted on the basis of obser-

vation of realizations of random processes. These realizations, which are

infinite-dimensional selections, can be described with the help of functionals

of probability density (see Section 1.4). So that the obtained results are

correct both for discrete selections and for realizations, we shall designate

the multi-dimensional probability density and functional of density by one sym-

bol p(y). Inasmuch as consideration of discrete and continuous cases is con-

ducted completely analogously, such generalization will not lead to any incorrect

conclusions.

In problems of statistical solution, the distributive law of p(y) is

Susually partially or completely unknown. Therefore, it is natural to consider

p(y) as a conditional distribution, depending on a certain totality of unknown

parameters s and to designate it by p(y/s). Parameter s may also be considered

as a vector in a multi-dimensional space, which in the future we shall designate

by S.

The accepted solution is determined by observed realization and the rule,

in accordance with which it is taken. If the given solution is considered as

element d of a certain great number Do of possible solutions, then this rule

may be considered as function d(y), depicting a great number of realizations Y

on a great number of solutions Do. Function d(y) is called a decisive function.

Lot us consider the two simplest radar examples.

E,,m•Kple .1. Let, in magnitude of noise distorted received ai4oial y(t), it

be required to determine the magnitude of the reflecting.surface of the observed

,, target. In this case the space of the parameter of distribution reposes•ts the

number-scale axis, on which are found the values of the refledting surface.. The

great number of solutions also represents the number-scale axis. The reflecting

surface of the target can be determined by the formula

* : * .*



where T is the time of observation;

y(t) -the received signal;

C - the proportionality factor, depending on distance to the target and

parameters of radar.

Expression (3.2.1) also determines the decisive function.

Example 2. Let, on the basis of observations of a signal received during
time T, it be required to accept the solution on the presence of the target,

the parameters of which beforehand are given. In this case it is essential for

the acceptance of the solution with an unknown parameter of distribution of

probabilities of the received signal also to know the reflecting surface of tar-
get. If s=a,=O, then the solution on the absence of the target will be

correct. If s= aYo, then the solution on the presence of the target will be
* correct. Thus, a great number of solutions of S consists of two points. A

great number of solutions of DO in this case also consists of two elements:
"target" (dl), and "no target" do. The solution can be taken on the basis of

comparison of signal power
?,1) di

* with certain threshold Zo. It f is such that E>E,, then d(y) = dl; if y such

that £<Eo, then d(y) do*

In moat cases, the observed realization does not determine simply one of
* the possible situations s. There are possible arrors in acceptance of solutions,

leading to negative consequences, which are desirable to vinimir e by corresponding

selection of a decisive ftmotion. If the"e Coneequenoes can be represented in
*M' quantitative form (in rubles, for emuple), then it is possible to introduce
* in consideration the function I(d, &), called the function of losses or risk.



At fixed s and d, the l'::ti~ I(d, s) is equal to the magnitude of losses,

connected with the acceptance of solution d, when situation a takes place. In-

asmuch as d is the function of observed realization y, the magnitude of I(d, s)

at given s is random. A decisive rule can be characterized with the help of

statistical characteristics of random variable I. Usually as such a character-

istic is used the mathematical expectation

R. (ds) !d [d (y), sl p (yIs)dy (3.2.2)

at given s, called conditional risk.

"In applying the conception of conditional risk, it is possible to carry

"out a comoarison, and sometimes a simple selection of one of the possible decisive

S rules. If for one of the rules, the conditional risk at all s is less than for

the other (or others), then it is natural to give preference to this rule.

In most cases, the rule, minimizing conditional risk, is obtained at vari-

)us s. In theories of statistical solutions are developed two methods of

selection of the best decisive rule in such cases.

The first method assumes to be known an a priori distribution of possible

situations s. For simplicity we shall consider that for that distribution

there exists the probability density po(S). Using the a priori distribution, we

can compute the mean risk. The mean risk depends only on the accepted decisive

* rule and can be used for comparison of these rules.

R(d)= RC(d•) ,,(s)dS= p, (s)Idl(y)lsl/p,(y,/s)d . (3.2.3)

* The decisive rule, for which the mean risk turns out to be the least, is

*' called the Bayes solution relative to the considered a priori distribution po(s),

and corresponding mean risk-the Bayes risk. In the theories is proved the exist-

enco of the Bayes solution for arbitrary a priori distribution and liinted non-

negative function of losses.
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In many practical problems, a priori distribution is unknown. Therefore,

it is desirable to find methods of determining the optimum decisive functions,

not depending on pc(s). Here, it is natural to demand that these methods ensure

the beat results in the worst situation.

The first of such methods is closely connected with the Bayes solutions.

We shall introduce the least preferable a priori distribution, for which the

Bayes risk is maximum. Application of the Bayes solution, corresponding to the

least preferable distribution, is, to a certain degree, satisfactory, since it

ensures minimum risk at the least favorable a priori distribution.

The other method consists of the use of the so-called minimax solutions.

"The minimax decisive rule is determined from the condition of the minimum of the

0 highest value of conditional risk:

min max R (d/s). (3.2.4)
- ia

One of the fundamental results of the theory of solutions consists in the

fact that under very general conditions, the minimax solution coincides with the

Bayes' relative to the least preferable a priori distribution qo,(S), where the

conditional risk corresponding to this solution is constant for all a, with

which qo (a) - 0. This result considerably facilitates finding of the minimax

solutions.

Until now we spoke of determined (non-random) decisive functions. It is

possible to imagine such cases, when the accepted solution d is determined by

the result of random experiment, selected in accordance with the observed reali-

zation of y. Here, the realisation determines the distributive law of probabili-

ties p(d/y), describing the utilized random experiment. Frequently the encountere

form of such experiment is casting the die. In distinction from the determined

decisive rules, the rules, using the random experiment, are called randomized.

* It is proven that at a finite number of possible situations a for any randomized

decisive rule, there exists an equivalent determined rule. Equivalence in the

I" " "'' ... + , + , + m , , ) • " ' • ( k + • " . , . ', " ' . '. . .". ,' ". + . • . + .
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given case signifies the equality of conditional risks. For arbitrary sets of

* situations a under very general conditions is proven the existence of the deter-

mined rule, for which the conditional risk hardl.y exceeds the conditional risk

- :for the given randomized rule ( e - equivalence). Thus, if the effectiveness

of the decisive rule is characterized by magnitudes of conditional risks R(d/s),

then from this point of view, the use randomized rules does not give practically

any gain.

• In practice, we frequently encounter cases, when the dimensions of the obser-

ved realization beforehand are not fixed and are determined, proceeding from the

required authenticity of the accepted solutions. A. Val'd 139] proposed to

conduct, in such cases, an experiment in stages, and at every stage to take

* either one of the possible final solutions dE Do. or, if not one of these resolu-

* tions can be received with sufficient authenticity, take the solution on the cont-

inuation of the experiment. With such an approach, it is natural in the calcu-

lation of losses to consider the value of the experiment and to use, as a function

"- of losses, the sum of the value of the experiment and losses, connected with

, erroneous solutions, For this case, all the above mentioned results of the theory

*• of solutions, are distributed.

The methods of the theory of statistical solutions can be used in divers

areas of human endeavor, connected with the statistical treatment of results of

observations, and including radar, where obtained as a resultaf minimization of

losses, the decisive rule can be interpreted as the optimum operations on the

"4'. received signal and represented by corresponding optimum circuits of the receiving

0 mechanism.

Below will be presented more specific result. of the theory of solutions,

finding application in problems of detection of radar signals.

Before we cross to the account of these questions# it is usetul to turn

"our attention to one aspect of the theory of solutions, connected with its

/ / / -- - -



practical application and utility. If the function of csases is given, then the

theory of solutions, in principile, 4llows us to find the decisive rule, ensuring

the mininrnm of meat. risk or minimaLx of conditional risk. Ln radar of such appro-

ach, we can remove the ar'bitrariness in quf;stions of selection of methods of

treatment of the received signal and produce a standard for estimating the uuality

of the technically realized methods of treatment. However, these decisive rules

(methods of treat-ment) are optyimuxn only with a fully determined function of

losses, the conformity of which to the conditions of the considered problem is

in an overwhelming majority cazes very conditional.

For example, let us .,:sider the problem of detection of a target, approach-

inIg, the defense sect.o-. How can we deter-mine, in this case, the losses, connec-

ted with ".ai.stŽ alaarm and orriasion of tne target? How can we est•imuate quantita-

t'iv., A ;V th r. ISP'•.,•rice, of panic a mong< the population, caused by the fa2se slari,

and~ dul ting, of vKi':i:tauce of the maintenance personnel, of the system of defense,

cccurin;, .'tfter the repulsion? FJ.nally, how can we measwu'e, in suitabLe unitb-

*3qfof value, ;he comeq.•n.. of nuian &acrjl'ice and de[turuction, catused by pa,'oage

of' ...- ir, tohn Ac. t,? WhLoch ;npproach-Lc-.ro3 ot .•i b d :Lfl

Ihe 'poulem;'Eli what, retaesuro do we ihaive thp ri.ght to be Orieutted toW u.ni-

.of avraf.o 163-eS 4i5) r"'C'" ..ve aU1 obvIoUS Y'ati.I the tn ptI

m ' tt o r.

*If .iA.. t 1r e C Ut that t e "-¢':' o:" t.he c3•t. £.Th0S OC ri'-JC . ..O ,:i m apL

Chati, . Jea oven With IVI .tnigrleant cIhange of the .runct~ora of io6, MV t.he

wign!-tude of Ny~t -r Win.in.x. rink with an i lga1.ifI cant chaage of the d ceiave

rulv, tha.l oo-tm" .. ýit tr . 3dld comp '1e4tol.y jlc.;e . tr v.oue , the ',ieor.

r ,ut ?. , -. t. ' ., t i.. foof Ih' .h .r. oan Lol on-i. 'I'eit.r, to v-ario•, or kr.• •. I!
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problems, convince us more qui ckly of the existence of a reverse regularity.

And namely, it turns out that with "reasonable" functions of losses, satisfying

quite general conditions, obtained as a result of optimization of decisive

. functions are very close, just as the magnitude of the risk, corresponding to

* extremely various decisive rules. Sufficiently general results of such kind in

the theory of solutions, unfortunately, are lacking.

In the theory of estimation and the theory of filtratio;n, which are large

branches of the general theory of statistical solutions, under certain limita-

tions is proven the independence of the method of estimation from the form of

*." function of losses, if the latter satisfies certain conditions of symzetry (see

Chapter 6).9
3.3 Double-Alternative Solutions

Let us consider the eimplest problem of tho theory of solutions, when on the

basis of observation of realization y we should -receive one of two alterna-

tives, exclusive of one another, for exmple "target"* and "no target". In this
" e,•ase any determined decisive rule repr nts a method of subdiviaion of a set of

possible realiut ions y into two parts YO and X1 . If the observed realization Y

belong&s to subset Y. (Y E To) the solution du ip taken. It y E Yj V' osolution

dj is taken. The e#xprqe.on for awerwa risk is recorded in. this case in the form

.. (s I .j~ S.d

The oam of integrals in (313.l) will be least in the 2aAe when every eization

"r -oters to that reion of Too Y1, for Uldeb the intesgrand, in (3.3-1) upon

integration by this region, is loes. The following decisive rmle fo.llows from

this: solution 1i is taken, if tor the observed realization.1

, ... .. . *:,•&.. *, ... " * .. *. :4



4p, (s) I (do. s) p (y~s) d

:- ~p. (s) I (d,, s) p 0/y) s (3-3.3•2)

solution do is taken, if an inverse inequality is carried out. The magnitudes

in the numerator and denominator in the left part (3.3.2), may be considered

as characteristic of a posteriori risk, connected with the acce: tance of solution

do or dI during observation y. Actually, these magnitudes, with an accuracy

up to the factor, not depending on a, coincide with the result of averaging

I(d, s) by a posteriori distribution p(s/y). Thus, the received decisive rule

has an evident, value: thiat solution is taken, for which the a posteriori risk,

correstoonding to the realization y, is minimm.

Almost in all practical problems it is possible to indicate such subdivi-

sion of a set S of possible situations into subsets So and Sl, which at s '

the solution do is correct and there is no loss (l(do, a) : 0), and at s e S1,
the solution dI is correct and l(dl, a) = 0; whereupon l(dl, 5) = , if 8 .

and I(do, 8)=I , if sES, Thus, it can be done, for example, in the

"problem of detection, if by a we mean the reflecting surface of the target s .

If sit = 0 (no target), then the solution on the fact that there ib none (do).

is correct, and acceptance of the solution that there is a target (dj), entails

definite losses. If a s, , then acceptance of the solution d1 does not lead
0I

to losses, and losses I(do, Si ) (losses, connected with passage of target) may be

considered not deponding on s,%

With the shown limitations from (3.3.2) we obtaixr

(3.3.3)

where

s)p (,() ds
*0-34)



represents the conditioracO probability of obtaining the realization y under the

condition that sEs' (i::0; 01 , and

Pi p,(s)ds. (3,3.5)

Thu3, in the considered case, the solution is taken on the basis of compar-

ison with the threshold of the relation of conditional probabilities A(y),

called the relation of verisimilitude. The magnitude of threshold depends on

the magnitudes of risks I1 and Io and a priori probabilities PI1 Po; it is possi-

ble to consider it as the relation of expected magnitudes of risk for cases sE So

and s z S, upon acceptance of knowingly incorrect solutions.

Inequality (3.3.3) can be treated as a comparison with the threshold of

the relation of a posteriori probabilities

.8P a./Y-: (3.3.6)

*The solution dI is taken in the case when the a posteriori probability of

which is correct, is 11/1o times ore than probability of which is incorrect.

The operaLion, determined by inequality (3.3,3), can obviously, be replaced

* by tOe comparison with the corresponding threshold Pf any monotonic function of

the relation of verisimilitude. Usually as such a function is used a logarithm.

In problems of detection, a set So, for which the solution is rnorrect that

• t~here ia no target, usually consists of one element (parameters of noise or

Interferences Are o ) and set S1 can contain a large number of elements

(parameters of detected target can be various). Here,

A*U A IA (y. s) pa4(s) ds.

wher' Aty, N)- - is the relation of verisimilitude for the caue of a

* ,gi•nular possible totality 3 of jWametera of the target,

Ia4(W-iip,()/k-p. is the a priori distribution of p.artureter2.

* **4•** 4' ,•.
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Thus, th3 relation of verisimilitude for detection of the target, the

parameters of which are included in a certain region S1, is obtained by avaraging

the relations of verisimilitude for various specific values of s of parameters

"by all possible values of sC Si.

With these assumptions on the function of losies, thc. mean risk is deter-

mined by the formula

.R (d):= 4, p. (s) p (yl s) dyds +-

+ ° ,1=P,P1. + PaFl,,
-1-l)p. (s) p (y/s) dyjdsPY0 +lL

where p and F are probabilities of errors at s-S, and seSo accordingly.

In the theory of detection these probabilities are usually called probabilities

,. ,) passage of the target Q) and false alai-m (F).

For determination of the magnitude of risk it is necessary to calculate the

probabi lities ij and F, currespxnding to the considerel decisive rule, and to

. substitute them in (3,3.8). Instead of the probability of passage, we frequently

consider the probability of correct detection D - 1 -

,L pr-ob ns, for •t-ich the magnitudei of loseo cuan be given only v(ry condi-

0 -1ional;y, and a prxorl probabiiities accurately are not known, it is ju,,tifi.,ed

S'.o ue, as char;,t.eeristic of the deciive rule, not the =mgnitu-de of avurape

rl,"k, but thet tl4ro:t probaJbility o.r errors, of pi and F and to find an optlinmum

.. teci.sive rule, -r•,,tsrli.ng from the r'eO.Ui.reamnt.s., pre6sented from any con:s i..lJra-,

•..I.ns. , •hos p.,robsbill.is. .t iA, {1-i)bI , in particular, to roquire tctr:iimtum

• e.' g1iven F. Such crlter.ion of ,Uttimume of the decisive rule Is knowu

under name of the crite,'ion of teuinanrn and Poarson and is. widely used in x.rot aOMN

of double-*iternative oolutlons. It iA puoibl. to Mhow that the optimum

dtciive rule, corresponding to this criterion, alao reduces to the comparison

With the thresholdof the relation of verlstDilitude, whereby the magnitude of the

threhshold im determl-ed b.y the giveo pxroWbiltty F.



In order to be convinced of this, it is sufficient to prove that any other

rule gives a large probability of ý besides F. Let there be sets of reali-

zations Yo and Yo0  such that at YEYY in accordance with the optimum rule is

taken the solution do, and at yEY: , the same solution d0 is taken in accord-

ance with the considered nonoptimal rule. We shall designate by YoY' 0 the

coinciding part of these sets, and by To - Yo Y10 and Y1o - Yo Y 1
0 - their non-

coincident parts. Then, considering that to set Yo belong all y, for wnich

P (y/S') .cP (y/S0 ), we obtain

P= P(y S,) dyz P P(yi'Sa)dy + P P(y/S,)dy+

+ • P (ylS,)d-- d P(yS 1)dy>,1.+
V 0 lY 

(3 .3 .9 )
+~fP(v/'S.)Y- £ 1 1 Y/iS."t''

7.1

By adding and subtracting in the right part of inequality C P(YlSo)dy, it

"is easy to check that the factor at c in the right part is equal to zero and,

consequently, the probability I for the nonoptimal decisive ruled is greater,

than for optimum.

In order to compare various decisive rules, not resorting to average risk,

it is convenient to use the dependence P1(F) or D(F) 1 - M(F). Of the two

- decisive rules, the best, obviously, should be considered that, for which at the

same F, the probability of D is greater.

,n problems of detection, the dependence oI' probability of correct detection
*i on the probability of falae alarm D(F) is usually called the characteristic of

detection. For the characteristic of detection, crrresponding to the comparison

w... -of the relation of verisimilitude with the threshold, we establish a number of
i very interesting properties, not specifying the statistical properti03 of the

observed oignal.

* ,-* i-:x.'',.:,~.' ~,t - ..



"If p,(A) and pl,(A) are distributive laws for the relation of verisimii-

itude .A in the presence and absence of a signal from the target (in the general

case, of double-alternative soJ. tion at'sE S, and sE So) accordingly, then for

"D and F we have
0, 00

D p=• p (A) dA, F P (A) dA. (3..31o)
C C

For explanation of the properties of the dependence D(F), let us consider

"the connection between pcru(A) and p.(A) The characteristic function,

corresponding to P,.(A), i1 determined by the expression

: = e" ,"p,,, (A) dA.

By differentiating ,w,(• by 1 and changing integration by y and differen-

tiation by places, it is easy to check that

' i&U ( w "Pil (A) l': ;I1 P (Y/SiJd

Whence

The received relationship has a deep meaning and can be basmd puri.1y on

qualitative reasoninga. Above it was proven that the optimnum method cr ,!'~

threshol-d of the relation of verisimilitude. Let us asume that we conatz d

an inatrument, forming the relation of verisimilituide for observed realization

and no. wtvit to select a mwthod of acceptance of the solution. Here, Ano

reatonines, h us the obaere-d realization there ihould appeaithe restpin ii



verisimilitude and, in order to decrease the probability of errors, we should

"take the solution, by comparing with the threshold the relation of verisimi-

litude for this realization, i.e.,

. (A)

Such a procedure may be repeated arbitrarily as much as desired, and consider-

ed consecutively A2 .... A.... where by the magnitude of the threshold, with

which are compared the relations of verisimilitude of various orders, remains

constant, since it depends only either on the values of the errors and a priori

probabilities of the considered alternatives (in the case of minimization of

average risk), or on the permissable probability F (for the criterion of Neumann

*• and Pearson). All these decisive rules are optimum and should be equivalent.

"It follows from this thatA2=.\%= . . . =Ai.e., (3.3.11)

By using (3.3.11), it is possible to estaablish a number of interesting

properties of the characteristics of D(F), corresponding to the optimum decisive

D '_-
*rule. For the derivative of from (3.3.10)., (3.3.11) we receive

dO

The magnitude of threshold, obviously, monotonically dimisnisheu with the

increase of P. Thus, the derivative of monotonically d£iinishos with

the increase of F. By integrating (3.3.12), we obtain

"--.'.'. . .D(FI "l= ck• Fd". (3.3.13)

In a whole number of caseo, the use of these general relationships consi-

- derably simplifies the calculation of characteriatico of detection. In thn

following paragraph we shall apply the recoived results for the solution of one

"practically important problem.

.99 . * ~~./ ,,,.
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3,4. Comparison of "Detection in Interval" with "Detection by Points"

"As was shown in Section 3.3 [see expression (3°3-7)], if the parameters of

the targets are unimown and can take any values in a certain region SI, then the

relation of verisimilitude is obtained by averaging the relations of verisimi-

litude, calculated fo.- various points of region SI, by the whole region, taking

int.o account the a priori distribution Pa (s). Usually, it is comparatively

easily to construct a multichannel circuit, in each channel of which will be

formed a voltage, proportional to the logarithm of the relation of verisimil-itude

A (y, si), where si is the t':•Jity of parameters of the target (distance,

speed, angle), to which the given channel is tuned.

In order to receive an averaged relation of verisimilitude, it is necessary

"" pass the Aitput voltage of each channel through a mechanism with an exponent-

,t.. ch:racteri ' ic and to sum in weight Pa (s). The realization of the'_,, ora-

t2ontl is conriect~ed with known technical difficulties and in practice they i~s,11.1,1ya
"'prefer to compare with threshold log ,\(y, si) in each channel, which is equiva--

lent. to the comparison with threshold ,(y, si). Such a method of acceptance

of t', .ol:tULIon is significantly .imp3er, than that corinected with tie ,._tvr.L, i'f

of" .\(y/,O) !V ,, .10d (,, the sante time aciw-w.i simultaneously with de..ect, in

:test!.invte approximately the parameters of the detected target.

In •;onnectn.on wvth this, it is inteireting to know about the cum.•.' i

o0 opt i mum proceduti* .•f "det(ect ion in interval" with the method o. " t a..ect.ion 1.1y

po " Thi qui' tion ,l~ready waý' consi,;ered for a parti cuj.ar case o" *.,,'oo..

L ja I'.•i ,W.pl hul ion of the logari.tlýf• of tho relation of verisimiJ i tude i t ,
U

the equivalence of these methoda. ia proven at smai F. B!elow i, given a very

"l"x basii of this result for the wore general case.

We shall use the followving idAlizati-ona. We sh&ll consider that a nior

a rt posasible only or n vaiuem ofprmtr s s,...,~~ ~nuo at Ine ý.-

2'



values are equiprobable. We shall assume also that these values are distributed

from each other sufficiently far, so that the corresponding relations of verisi-

militude may be considered statistically independent, and that for all A (y, si)

the distributive law is identical.

With these conditions, the problem is formulated in the following manner:4

there is a sum of independent random variables Z-.-.A• , whereby either

all A are described by the distributive law p. (A) , or n - 1 of them is sub-

"ordinated to the law Pw (A) , and one, to the law pc.u (A) . Distributive laws

p.,.(A) and p,,(A) are connected by the relationship (3.3.11): p0 ,(A)-=Apw(A).

. , It is required to establish a connection between probabilities of exceeding the

- threshold of sum Z and exceeding the corresponding threshold by at least one

"of the components in the first and in the second the above-indicated cases.

"Let us consider at first the dependence of D(F) for the case, when with

the threshold is compared the sum Z. Inasmuch as Z represents the averaged

relation of verisimilitude, for distributive laws of this magnitude in the pre-

sence and absence of a target, the relationship (3.3.11) is correct, and depend-

ence D (F) can be calculated by the formula (3.3.13). The corresponding magni-

tude of threshold we shall designate by Cn (F).

We shall now express Cn (F) by c1 (f), considering cl(F) ! 1, which corres-

* ponds to sufficiently smll P. The probability of Fn(C) is such1 that nZ>c,

in the absence of a target it is possible to write in the form

FM (c) dx; pw (z) p.-, (x z) dz,

* where Pn,.(x) is the convolution of n - 1 distributions pi(-). By changing

the order of integration and conuidering that

"we obtain

•:.F, (e): F,(c)1+j pMa ,F 4._, (c -- ()• 3.4.1)

I .



Converting both parts of this equation by Fourier series, an equation

can be found for

(3.4.2)

from which it is simple to see that

-(3.4-3)

(1 ()) -I (3A (.3

The probability of Fn (C) is determined from (3.4.3) by inverse Fourier con,'er-

sion. It is known that with large arguments, corresponding to small F the

behavior of the function is determined by the behavior of its spectrum at

small X.

Here, by distributing into a series the factor at f,(1) in(3.,.3) by

powers of I and considering that Y, (O)z I and , (O)-i+#1•(O)--i, after inverse

conversion, we obtain

F ,, (c) t F , (e) + P .(3c).4)

.Decomposition (3.4.4) should be considered as an asynptotic estimate of

Fn (c), correct. under certain conditions for sufficiently large 'o The necess-

ary condition of application of this estimate is the equality

At.

S' u ('.) ): 0.4.(3

it is poauibl to be limited in (3.4.4) to the first member and to det.oimino

* the nvignitude of threshold c, correeponding to the given probability Fn. Con-.

sidering the presence of fhtor 1 before the sum in the expreasion for Z and
n

,.d substituting

t I . I



in (3.3.13), we obtain

D, (F) -1C,(F) dF,ý D<L) (346

In the case of detection by points, by considering the independence of

values of A (y, si) in separate points, at nFI < 1, we have

' ' " . -- I--( - F,)" n nFP,
(3.4.7)

D== o I - (I-oD,) (I D-.•, (F)+ F, (n-- 1). (34.8.)

Taking into account (3.4.7), the expression (3.4.8) may be written in the

form

4; D. (F.) D,

coinciding with (3.4.6). Thus, under imposed limitations, the considered methods

of detection of the target are approximately equivalent. This result justifies

the utilized methods of construction of systems of detection in the form of a

totality of separate channels, tuned to various values of parameters of the

target and filling with sufficient density the a priori interval of change of

these parameters. The approximate equivalence of "detection in interval" and

"detection by points" allows at theoretical consideration of a number of problems

of detection to limited to the synthesis of optimum systems of detection at a

point, using for the calculation of characteristics of "detection in interval"

the formula (3.4.6). Here, it is necessary to consider condition (3.4.5), under

which the showm equivalence takes place.

"In the future we frequently will come in contact with the case, when the

magnitude, connected with the logarithm of the relation of verisimilitude A by

linear relationship, is distributed according to the law of chi-square witi 21

degrees of freedom, Here, the dependence PI (a) can be written in the form

I'•.

:4 ' (3.4.10)
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where a and b are proportionality factors, depending on the signal-to-noise

or signal-to-interference ratio. The distribution density p. (c) is obtained

from (3.4.10) by differentiation by c. For relation F1(1) we have
a I p (c)

.P=k(c)---)!Y(a nbcp ' (3.4.11)

from which it is clear that the considered relation tends to infinity upon

tending c to infinity and at any n it is possible to take F so small, that

condition (3.4.5) is fulfilled. Consideration of specific problems shows that

"to fulfill (3.4.5), it is sufficient that the general probabili.ty of false

alarm for n channels is 5-10 times less than the probability of passage of the

target. Thus, in the caje of 1 It the corresponding detection of a slowly

*@ fluctuating signal (see Chapter 4) in noises at signal-to noise ratio qo, we

have

F, (c) 2 cq, 2
P, (C) it - -I I + q-. - n -( ) F, F, "

Given as the permissible, the probabilities of passage usually not less

than 10-3, when the probability of false alarm are usually several orders less,

so that in real problems of detection, condition (3.4.5) is fulfilled.

3.5. Double-Alterativs Solutions with Use of
Sequenial Alyis

9@, In accordance with the general principle of continuation of the ex"perimento,

when not one of the final solutions can be received with eufficient authenticity,

A. Wald proposed the following procedure of double-alternative solutlons,. At.

each wmanit of time t (at each stage of the aVxeriment during discrete obuerv4-

tiona) the relation of verisimilitude, composed for the all observed realization

.(<< , in OCmpared with tw thresholds A and B. If A,•1 W- A, then

*i! solution d1 ia taken; if %Iy).. , do is taken; if B<AM( l)<A, the toutea are

continued. A. Wald davwlopdd in detail the procedure of acceptance of n soliti.o

S 4:4 . <''A. 1"< - - S'



and calculated the corresponding characteristics for discrete independent

observations [39]. Under certain conditions, these results can be wide-spread

in the case of continuous time. Below we shall expound the results of sequential

analysis in reference to this case.

We shall find, first of all, the connection between probabilities of errors

of solution F (take dI instead of do) and 0 (take do instead of dl) and thresholds

A and B. Region YI of realizations y, the observation of which terminates in

the acceptance of dl, is determined by the equality

P,, (yls,) AP,, (y/s,),

where t' is the moment of first output of A,(Y) beyond the limits of interval

* (B, A).

By integrating both parts of this equality by all y, for which it is fulfilled.

we have
I -- =AF,

whence

F".. - (3.5.1)

S :Analogoikuly, region Y. of acceptance of do is determined by the equality

•"•" " P1, B•s)=lPI, (Y so).

Integrating both partb of the equality by all VEY, , we obtain

•!'- and1 -F)

,(35.2)

It i, interesting to. note that in the case ot use of sequential analysis,

_P and ti are not connected together and can be given independently. wesides

Vl these characteristics, in the use of sequemtial analysis an importwit role is

played tythe duration of the teat. The most accesoible for the determination of

the btatiatical c ractoristics- of duration t' which is random, ia the mathematical

" .. '..'. A' . * ,/ .,*,A
. . . . . . . . . . . . . . . . . . . . . . . . . .-' . .A . ' *:* . . - * * A A **.,. . . . A t * A . . ~ 1 * A



expectation t'. For calculation of t', we introduce L(t) -ogAt(y) and

shall assume that

L.- (-) dIs t.

L 1)- lj, (3.5.3)

"where Io does not depend on t. We shall now take the interval of time T so great,

that is is possible to affirm quite reliably that t'< T. Then on the strength

of 3.5.3)

Function L (t'), on the strength of determination of i' takes one of two

values, a = log A and b - log B. The second component in (3.5.4) is the mean
" value of the integral from the random function, one of the limits of which

* t' is random, where t' and It(y)(1 4<1<r) , in general, are not independent.

However, if T - t' is great as compared to the time of correlation of the procesa

: It (y), it is possible to consider

Substitution of (3,5.5) into (3.*.4) gives

At jEs.S. (3.~.7.)

Swhese1 20 at SES.

Analoously, at jES,

i! =J)Int 1(35.8.)
In these formulas

I-, (..1.9)



If the ioases, connected with the continuation of the experiment, are direc-

tly proportional to its duration, then by using (3.5.7) and (3.5.8), there can

be obtained an expression of average risk, depending on F and •, and the risk

. can be atinimized to the corresponding selection of these probabilities.

A. Wald and J. Wolfowicz £413 showed that the considered decisive rule

ensures a minimum of average duration of the experiment at given F and • , and

thereby proved the optimumness of this rule.

Questions of application of sequential analysis to problems of detection of

U signals are contained in a number ofT works in the USSR and abroad [42--47J;

however, on the ways of its practical use there still are principal difficulties.

Some of them we shall consider here.

* As already was noted, the duration t' of observation with the use of sequen-

tial analysts is random. The losses, connected with the continuation of the

expeiment, usually can be considered proportional to t' only on a certain finite

section. Therefore, Cot' a detailed explanation of the advantages of sequential

analy3Js it is necessary to know the distributive luw p(O'), the calculation of

which for the maijority of practical cases; isi an injuperable problem in the

Oven ut9awe of developont of the theoryF. Fven the c-lcultion of n mea value

* oT 11 4is Axone ronly under very pairttcqlhr coniitionio (3,5.5)w not. Carriod out for

a: whtfl o numbr of pratOicallj impotant eases (detectiion in interva'l, slowly

!.-rt- i.nty, the diotributiv, law can be determined experimwntaliy; however,

ittn'n p4romis %uchi z deterudnation is ho, satit-factory. One of' the svvst

igMrt%.tv• fr theýe. Purblota 1.3 %he problen of multichamnnetl di.tection, when,

befor.. turning the Aitenna to atother dir.ection,. It iq necessary to take a

Aol.tion o04 the presence cOf % target in one of the chwnnels, uintuned, for exazmple,

"y' ibtanete, or on the absence Ot a targoet In ,al channeb. Th.e use of the claso-

iA, PVU , nmqientla,ý wilysllwi4th tMW consta4nt threfthold-8 in. euch channel

A '. ', /~ *,.. / ~ '
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leads, in this case, to essential losses in time, since the transition to a

new angular direction is possible only after in each channel there occurs a

transition to one of the thresholds.

Thus, the full time of observation is determined in the case by the magni-

tude max t'i, where t' 1i(i = 1, 2,..., n) are the times of the observations,

corresponding to the various channels. Obviously, max t'i can many times exceed

t•. In connection with this, in [47] was proposed the use of variable thresholds

A and B; however, the calculation of optimum functions A(t) and B(t) is hampered

by the absence of a common method of calculation of probability p(t'), which in

* '. this case should be known for arbitrarily variable thresholds.

The calculation of the optimum law of change of A(t) and B(t) is conducted

in [471 by direct method (in steps) for the case of double storage of statisti-

cally independent pulse signals in the receiving mechanism. The gain in the

"threshold signal in the use of such a procedure of detection, instead of compari-

son with the threshold of the relation of verisimilitude, calculated in fixed

time, constitutes 3--4 db at n = 100, FI-" 10 O, t1 0.1. These results may be

considered only as especially preliminary, since the conditions of their obtain-

* ment greatly differ from actual conditions. On the whole, this problem, which

"is of great theoretical and practical interest, still awaits its solution.

3.6. Multi-Alternative Solution. Detection of Target
with Simultaneous Estimate of Its Parameters

We shall now complicate the problem, considered in Section 3.3, consider-

ing a number of mutually exclusive alternatives to be arbitrary (do, dl,..,, dr).

Any determined decisive rule, leading, at any y, to the acceptance of one of the

solutions do 0,..., dn, reduces in this case to subdivision of a set of possible

realizations Y into such subsets Yo,..., Yn, that at yE Yi :di (i = 0.1,..., n)

is taken. The expression for average risk, corresponding to such a rule, hau

, V.



the form

w) .) .. p (S) I:(d S) p (Y s) ds.

0So that the agideof risk R(d) is minimum, it is necessary for every reali-

zation y to have such set Y-, for which the integrand

."R, (d,/y) p,�: .t P, (s) I (d, , s) p ':4' " ., (3.6.2)

is minimum. It follows from this that the region Yi Is determdned by the follow-

ing inequalities:

fp. (s) (I,(d, s) p (y,'s) (is <

, ' $ ,o•',)/(d, , S) p(],'s),. it s), (3.6.3)

% The meaning of the received decisive rule is obvious: the ziolution is always

taken, which is connected, at given y with the least risk. If at any y., di, dk in

(3,t.3) is attained an equality, then such y can be arbitrarily referred to one

of sets Yi, Yk without a change of the magnitude average risk.

The neceusity of selection of one of the mauny alterna.tivets in probilnms of

-\ detect.ion .'ppears in those eases, when, '.ultaeoualy with the acceptwnce of

v"o-th lut. ton on the pre~onco of a target, it . 8 necessary to accept, d-` 'nite

iofutiotw: relative to the properties of the detected tarit. ( for ex.-unt,.1, to

.,adt.ern.ine the -icstane to the target or number of targetzi in a %1111p).

",et. us consider one of the most frequently oncountiered pioblotir of ýiuch krind.

Let. targ;et, appoar in one of t-he points of the interval of ch;,amje vt;' distance

(or ispeed) .V. It, is required to detect the target -Ind iodiicat.u tihe value

of X with .n accuracy, *ufficicit for oecuring the target by the system of auto-

t. racking.

WWe shall consider that for this it is reqwired to dotorminfl. to which n

'. of ,nover appinp intervals U1, (their width 61 . i eqC1U1 tL, the w:idth of

itih 11i-scr rlnat.ion reponsae of the t8yoait of trackin.) bo.lonvs the true value or

S.* 4•• ' ," .~%



parameter X There are n+l possible solutions: there is no target (do), there

"is a target and E•L (d3). there is a target and 3i,4 (d).

We shall introduce three possible values of the function of losses:

I(d1, s.):=IF (i = 1,..., n) (losses, connected with false alarm), I(do, Si)

S(i =i,..., n) (losses, connected with passage of target), J(di, S =

-- / (i, k 1,..., n) (losses, connected with incorrect indication of interval

", in which the target is located.), Inequalities (3.6.3) thereby take the

following form:

at i, j:Y(

Sp.(A)p(y/1)d1< P',(A)P(Y/Z)d;4. (3.6.4)

* At j0.:O

." 4 J P,4()p(y/A)d1+

-•P (,v,pspy/,) P WSO p. (1) p(yl) dl, 03.6.5)

where P(8o) is the a priori probability of absence of target.

At i = U, we obtain an inequality, the reverse of (3.6.0).

F:rom (3.6.4), (3.6.5) it follows that the solution on tht presence of a

target Ui the interval ua, should be taken upon fulil)Ant of inequalities

* Ps(1)pyl/)d1> p,(a)p(IA)dAl . (3.6.6)

:ii.•-..'., I. • p, (A) p k (1l ) > , p (y1, p{/) dA .. .
;'•..- ~-1i/, Ia)P.(A)P (g/AldA. (3,6,7,j

Practically, for a number of problou, the detoction of a target not iii

* that interval ta, , in which it is in realty# is equivalent in its consequencea

to rwsage of the target, Therefore, it is possible to place / 1, . I

* 4



this case, the decisive rule, determined by inequalities (3.6.6), (3.6.7),

reduces to the comparison of the averaged relation of verisimilitude

S;2;...; n) (3.6.8)

with the threshold
St' ,(s.) Ir

C - p(s.)j . (3.o.9)

where pA ()) PO (1)/ -- p (sA'J is the a priori distribution I under the

condition that there is a target.

The relations of verisimilitude, exceeding the threshold, are selected

and are compared to each other. It is considered that the target in this case

is in the interval 81 , for which A,(y) has the highest value. If p, il)

on interval u is approximately constant, which usually takes place, and

.. 1, I.(i: , then, as it was shown in Section 3.4, deteotion in interval u

U is approvxiately equivalent to the comparison with the threshold of tite relation

of verisimilitude in each point, The magnitude of this threshold should be selec-

Led in such a manner that the general probability of false &lam remains constant.

In a large number of cases, the interval &U is small or approximately coin-

cides with the width of the interval of solution by parameter A.

The average risk for the considered problem is entertc$ in the form

whaer P, (4 A is the a priori probability of the presence of a target in inter-

4 pis4 the probability of' not detecting this target in the given interval,#

when it is t~here.

Analogously, it is poosible to introduce the probability or false alarm FP

"in the it,h interval. For the calculation of R (d), one can use the propertioe

"or the dependences lI(:1 ),considered in Sections (3.3 and 3.4.

.46



Used in the consideration, the subdivision of a priori interval AX into

intervals of finite duration 6X is, for a large number of practical problems,

* not wholly a justified idealization. We, as if, consider that the tracking

system, intended for automatic tracking of the detected target, can be tuned

only to determined discrete values of parameter X and the problem of the system

of detection is the indication of those of the values, which are closest to

being true. Such situations, undoubtedly, can take place; however, more freq-

uently it is required to directly indicate the position of the detected target

with accuracy, sufficient for lock-on by the tracking system or for the comple-

tion of any other problems. Here, on the basis of observed realization y is taken

either the solution on the absence of a target, or the solution on the presence

* of a target with a determined value of parameter x (or several parameters).

The problems of determination of unknown parameters of the distributive law,

"on the basis of observation of some realization, described by this law, in

M statistics are called problems of estimation. The theory of estimation, with nec-

essary detail, will be presented in chapter 6, volume II. Here we will touch

only certain questions of theorios, having direct relation to problems of detection

* with simultaneous estimation of parameters of a target. Here, we shall consider

the Wirauteters to be unvariable duriug the time of detection (i~e., consider

Lheir change to be small as compared with the corresponding intervals of the

* solution).

Let us consider for simplicity, the caae of one parameter. (All .rea hings,

conducted for that caoe, are directly generalited in the case of several par.L-

*meters). We sha•ll introduce the function of losses u~,. , cctuiectod with

the error of' measurement, depending on. true t4) and estimated (L) values of

the parameter. The problem of eatimation coincides, obviously, with the problem

i of a multi.-alternative solution with an infinite number of alternatives. In

accordance with (3.6.3)# the solution on the pre"nce el a target with parameter

"-* • •



should be takern, 'f the following conditions are carried out:

SIw' 2)-()0 at £ . (3.6.11)

41 P. (Z i YP(.)P(/

"- (,, '")1P (l) p.',)d. > / p (Sp (.). (3.6.12)

The procedure of acceptance of a solution, corresponding to these inequali-

ties, consists in the following. For all j, we check Ghe fulfillment of inequa-

lity (3.6.12). If this inequality is carried out at least with one value of

S• , then the target is considered to be detected. As the estimated value of

"the parameter of the detected target, we select that value A= I, with which

"% is attained

"0. (3.6.13)

We shall introduce the function of losses of the form

where IA~ ia he pox iaible error, and
" I o (3).5

We con:ider, thereby, that there are no , if the eror

I not exceed. the deteriduvi utkdtud zA (for exampl, the halfwidth of thle

dincrimi~nation curve of the tracking oyotern), and ita equal to t~he IoL&avz uponi

11,3anwo, if *~ With the intraducod function of locizeu, the bolution

* or, the presnene of .-i turgott is taiken on the buibo of' vmj)Iriscn of the vorisimIl-

litude rolation
4,

, ,.. (3.6.16)

with tho ttirotho-4 03.6.9) ýit all 1 f at Ieast in One poinat A.1,(. A)c e

then the solution is taken that there 13 a tar•et, aid It the eoti-.ated value

I J4,.



of parameter 2i is selected that value of I , at which A0 i!, 2) is maximum.

In. accordance with the results of section 3.4 under certain conditions, the com-

parison with the threshold A0 (, 2) can, without losses be replaced by compari-

son with the threshold co(4) of the relation of verisimilitude A(y, l) in each point

of . • Selection of the maximum value of A,(y, 2) at sufficiently small 7.2 also

"can be replaced by selection of the maximum of po().X(y, 2) Inasmuch as in an

overwhelming majority of problems, the a priori distribution is unknown, it is

expedient to make po i) equal to the least. preferable distribution, which usually

turns out to be uniform. Here, the dependence of threshold c,(.) on 2 disappears,

Obtained as a result of these simplifications, the procedure of acceptance

of a solution is close to that practically utilized. Usually, the a priori

-- interval of change of parameter .x is filled with sufficient density by

"channels, tuned to the fixed values of ?.. X The output of every channel

is compared with the threshold, and to the targeL is added the value of para-

meter corresponding to the channel, in wuich exceeding of the threshold

"occured. If' the width of interval ti. is greater than the resolving power in

"Iparameter x. then iuch a method of det erination of i ia practically equiva-

Slent, to the above considered, since operation in channels, detuned relative to

the target s.-nal by nmore than the nau&itude of the interval of solution, occuru

only due to noises and, consequently, with very low probability. The advanitage

- of th1i method, beides Its rolzative simplicity) it the fact that, it can be, with

Suoess, used for qlitultatnftous doft, itjon of several targets, oc(c-urrinlg in a priori

jflt wval A).

* If the radar set, in the compo)-ition of which iz the conakdered aystem

of lock-on, operates on the target des igation data, then the pro,,ence of at

target In a priori interval A,). is considered to be an ostablitihle fact and it

. rsmLine to estisute the ma#iitude of its prameter, The decisive rule in this

cAe ls deterained by equation (3.6.13). For the function of 10530 (.3.b.1)



:-;" at quite low t?. , tte estimate of 5, determined from (3.6.13), practically

coincides with the estimate according to the maximum of a posteriori probability
Max. --,,.... .()P Y1

max! . A x PAW (3.6.17)

If distribution p,().) is considered uniform, then . is determined by the

maodmum of any monotonically increasing ftuction of the relation of verisimili-

tude. in practice, usually in this case, the selection of 5. is made on the

basis of comparisonA(y, ).)with the threshold, the exceeding of which in the presence

Um of some noises is probably low. Such a method can be used upon falling of several

targets in the interval of target designation. Comparison of these methods,

*.. presenting significant interest, can be made only for certain pirticular cases

(see Chapter 4).

Instead of the function of losses (3.6.14), others can be used, for example,

quadratic k', - If the a priori distribution Pa (W) changes

slowly as compared to function fl) i'WI (function of veriaimilitude), and the

function of verisimilitude isa sysetric relative to some £ within the limits

of its dn mttximum, tlhen the optimm eastimates, corresponding to aymmetric

S fun-tionn or" 0sos-s -. 1 , approximately coincide with the estimat# of the

,ximm oC a pootriori probability (uee Chapter 6 Table IT).

* 3.7. 5ufficip.et ,tatistic An C-i Il.: of

In vortco Pohabi 14A

In any problem of at..iatical solution, the form of the optimi.ut deciAivo rule

la * termined by such ractOors as the chraeter of the taken ito~lution-e, the otili-

zed criteriun of optimness the presence and autheiticity of a priori iaforura-

tion, etc. It would Wive been possible to expect that the change of any of these

S r+etors leads to tut essential chaunge of the dlecisive rule, to the 1h01nge of

conversiona, which is uubjected to the observed realf2.tion in the piocesr of

Aolution. Nowevre, the resulto of the precedin~g pari grapbh ahow that thi,•, at

-" 
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least, is nu L always so. In all considered problems, the solution was taken on

the basis of comparison of certain integrals from the function o1f verizimilitudf

p(y/s) or the relation of' verisimilitude A(Qis,. Thus, the formation of a functj

or relation of verisimilitude for the observed realization y enters all the

decisive rules considered optimum from any point of view. This is the result of

a more common regularity, discussed below.

The observed selection or realization, on the basis of which the solution

is •aken, alone with the usef'ul nf 'ornit on, concerning the taken solution, con-

tLains unnecess,-y Wnfor;,muion. For example, the taken signal contains infor-

.. ,ation on 'he •eve.l of noises Nf tihe receivinp, mechanasm. In the process of

tretm en± oQa signal, prece-"n theacceptance oV the solut'ion (for example,

in the f'oruuLtw u ,r the revr.ion cr verisimni litude, the preceding, comparison of

this relati.on wi.h the .resh. ., the u..necesar. infuonation is partially

elimined. ere, re tmnt. of the s5i gnal in optinmum, during all conversions

of ;,e sinal, the u:eful inr rorm.t.•t.in :shoIi t, comp letely kept, so that the

r r~ul of enih cnuver:o on P'~n A) 'asei .Lnst.ead of the in it-ial realIi zation upon

accepi.nv- & n joJ .i.n w tho .; I..-icrea ,e of authentricit y of this rsolut ion. T>e

restu of onvaorrions Al' such P in Ak called nufficient -ati atcs Miy* Th~V

""Ay thavt Ah conrersu .i i , .. . rnoe.vtu a.ll ti u., in'it'Mo1l • On • o - , -

LOW i jr for an maho of *.slmc of so~ution on a~ un U basis or

y .s'e•.are in a . mothu: of .. ct ot "nce -t -' oul .tr O nl tit, a on .tho (2,1, j.

n r, AKcloussi l-• •h ith t he Ouo . (ajt ,iny func.i.on or lont:-;) in• -A t17

*c .c•::,tfýe v v wit0 1 the of 1,

"Prom the detet-•tinat• totit Ai obvia.,u that .•UffitcKflot Hatiu•lC.. are, il

particular, Lhe vety realizalicon of y .,Pd th .reaults of ;ny one-'to-one conver-

"* <. ~ sions of this reaili tt.on (for. e.x4am.rip., amplificiation). fiowrvivr, thete ,iCii*.l

Stai ,•tico ICOMMt "ong withI "00 Al.
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contained in y. The unnecessary information is eliminated only with nonrever-

5sible conversions, with which the samie result is obtained for a certain totality

of initial realizations. Among the nonreversible conversions there exists 11483

such, wiith which the unecessary information is eliminated in a maximum degree,

possible under the condition of preservation of useful information. The result

of such conversion is called the minimum sufficient statistics. In the theory

it is Proven [48), that 'under quite general conditions of minimium sufficient

statistics, is the totality of values of the relation of verisimilitude A 1, s)

at all 5, and also, obviously, any one-to-one functions of this relation.

It follows fromt this that the receiving mechanism, on the out4ut of which

will be formed one of the minimum sufficient statistics (for example, log A(y, s)

for all a priori of possible s), is sufficient in the sense that the output data

* of' such a receiver can be used instead of y upon acceptance of any solutions,

concerning s, without a decrease of authenticity of these solutions. Any subs-

equent rionrevernibde conversions of these output data should be directly connected

pwith the form of a priori distributio~n and the character o1' the tanlen solutions.

The results of these conversiona already will be saufficient 'tatlitAica not for

any uolutionu relaitive to a, but only for fully determinedA onteu. Such itauf

cient receiver *hould be considered optimum in thoseo caboes, -whon the char4Cter

* of the taken solutions oan change in thoe process ofC uoopV~iof of the radar act

* and the requirements for decitive rules cainnot be. £orrnu.LxtKtd COlearl enough.

Thia, in pairticular, refers to that u0 1 when zCofltono are taken bly an operator,,

* who it guidchv by vague, iAn genoral, cunsideratiorsa, not a4.alws zW14'ng to tho

(plaint i t4tLi v calculation.

A tut(Ciuient receiver may be imugined in the fc rt of a totality of. channels,

Sin nethof whik~t wil be formed, tor exiatpte 6 log ,ý (y, o.) for one definite value

ofý s. N~ gcertain problezms, not all chantnels cani be u'wd, but onl.y a cittermined

part Ths, n te enst -iton of anopttwutu discritinatcnr of tracking tiystem,

It-its StVifIfiusnt. to use tV) chwulels, $etwted on thi ernpitngpnintr



Optimum systems of detection usually switch all channels in the a priori interval

of parameters of the target. The continuum of channels for all s, as already

was noted earilier, usually is replaced by a finite number of channels, detuned

on the corresponding parameters so little, that A(y, s) from channel to channel

changes unessentially.

The described approach to optimization of radar receivers, with which the

receiver is considered to be optimum, if on its output will be formed minimum

sufficient statistics, was formulated in 149]. Significantly earlier in the

U• works of F. Woodward and I. Davis 150, 83 was formulated the so-called principle

of inverse probability, according to which, the output of the optimum receiver

should be any monotonic function of a posteriori probability distribution for

*i: possible situations

- P/,.0)/ S)s 0(3.7.1)

Here, the authors originated from the fact thaL a pooteriori distribution

"completely characterizes the uncertinty with respect to the real situation a,

kept after reception of signal y. and, consequently, containu all information on

.u, contained in y. Formally, the principle of inverae probability is a parti-

cular case of a more coumon approach, connected with the concep'4ion of suffiti-

ent statiati•c •p (s/y) -- sufficient 3tatiatiatc; practically;, however, the

* reaulto, obtained with the help of both approachea, coincide.

. A number of very important and complicated problema appears in connection

- with rational selection of a method of acanning. space by radar.

: Scawntnng can be c-ried out in. distance and in "peed in those taseb, wýen

* the system of detection cankot be made amltichannel by these Waaeters (as

this ia required, poaeeding from the above well-developeW theo*) due to

.:.', a

.: o..



technical causes. I-i di,•tnction from distance and speed scanning, scanning

at angles is, in most caaes, necessary in principle, since the sector, in which

".. the target is detected, usually considerably exceeds the width of the beam

of the antenna.

A significant part of the problems, connecting with scanning cannot be

solved in accurate formulation due to the absence of sufficiently effective

mather•nlcal methods. We shall be limited here the solution of some uimpler

problems under rather strong idealizing assumptions. The received general results

will be partially specified in subsequent chapters.

During the analysis, we shall distinguish conditions of scanning space and

searching. By scanning, we mean the conditions, characteristic for radar sets

of remote detection, when the a priori information about number and position

"of targets i completely lacking. The problem of such radar is the solution of

_ the question of th4 presence of a target in each element of resolving power,

into which it is possible to conditionally divide all the inspected apace. The

conditions of searching we ahall call the conditions, characteristic for radar

soets, working on the.target deuignation data. During searching it is po)ssIble to

consider known the a priori probabilities for number and position of targets.

"The form of correapoidinp distributions is determinfM by tho distribution of"

posulle eorrors of target designation. Such separation Is, Vo "i.. . "ry:

.Conditioilil and Colulicted excludively with ConsiderAtons of convsnienkpce of -

.sout, ,or% of the problem iuid the exvaitito. As the r#sult of rthi r daie'op-

mk n of the theory, the preberasl related to those *conlit~.ion, cm•s ibly, tan be

• '. ' uIted,

"Its fcktnninR condition6, ( problem of the radar set is 1,4rget detection with

". high pabtility for a rather ahort t.io. at A quite low 4'requancy o:f fAise

A aIAtrmi, The pobabi lty of correct detoctios D iPs a fun'.tion of the timeo of

dek~ec~inT~,,. frequency of frulse alaarmo and sigra. to-.nolso ratioP (..,r 3iml



to-interference) q

D=D (Tg, f'.(3.8.1)
The form of the function depends on the method of scanning. Usually,

scanning is produced with constant speed, the selection of which can be the

* first step on the way to optimization. Selection of speed of scanning deter-

mdnes the number of cycles nq , into which the detection time is divided. Joint

processing of signals, taken in various cycles, requires usually a very large

quantity of memory cells in the system of processing, since at contemporary

4 speeds, the detected target, in time To can be transferred to a very large

number of intervals cf solution in distance and speed. In order to be Convinced

of this, let us consider the simplest numerical example.

*• Let us consider only solution in distance; the interval of solution conati-

tutes 50 m, radial speed of the target v 1i00 - 1,0(0 mi/eec, detection time

TO 5 sec. I)urj.ng the time To, the distance to the target can chango by 5W -

50"XM MA, i.e., by 10 - 10W intervals of solution. IAsmuch as the speed 94f

the target bWforehand i. u~now, we are forced to anticipate proessing o the.

-imslo ta-ken in each element of ,olutio.A in diteui"e in the first cycle, j'otintly

Vi th the 9u element- of solution in the last cycleand, co"isequently, have in

the receiver 90 chwviboln of du~oh joint processing on each. element v, so 1st ion in
]s. .-

distance.

In ew .action Wvth the nottA eCrcumjtat -i,-t in expedient to make .,

*Pariaun Vith the threshold Of týresnlt of procesijIng of the dignal in eaiith

cycle soeprately, Hlere, in•iuoh as such a method difers from the optimism,

'it is revuourble to decreave the ntuber of cycleso in order to lower the ina lu-

..ence of nonopti"Ino-ss•of proccessing.

howevr..', here i3, wother factor, 4etit in the opposite direct .r. 1v h

. .ctorb are fr,-tuistiona of a si•al reflected from the ,arget. If di%1va

from the turget in vwrioua cycles are stastet&ia in1. epandent, then the

,. . ,-• -.. /



probability o' small values of reflecting surface in all cycles decreases with

the increase of their nunber. Thereby, the influence of fluctuations on the

I magnitude of probability D decreases. The influence of these two factors

stipulates the existence of optimum number of statistically independent cycles.

More specifically, these questions will be considered in the next two chapters.

Here we will need only the conclusion that the detection time should be suu-

divided only into statistically independent cycles (bear in mind the fluctua-

tions of a signap in neighboring cycles), if, certainly, subdivision is not

connected with any other considerations.

* If, in subdivision into cycles, the solution on the presence of a target

- is taker with at least one exceeding of the threshold during time TO, then the

memory in the uy tem of detection from cycle to cycle ctn be completely absent.

In principle, wotorization of the fact of exceeding of the threqhold in the com-

put, er of the radar set. doe* not awount to much. Therefore, in considoretion,

it i3 expedient 41so to include such decJaive ruleo, with which the Uolution on

the pres-ent-e o a t;,rqet is takent with the appearance of a bre lo-oio ex-eedings

Sof the threshold (at iezi~t k frem n. ), currsink in various elet"nrits of so*IU-

tion, it' tho trajectory, Wiai' through thesqe elemento, is nit improtW.dde for

!.ii# conviderwd cl.ao of targetS. Itere, there arijoi o.he question abou-t aelqe-

t A- on C nutmi- Itr k. at g i v t~

1, t tlurtuatton* of -% ii•nal in neighboV1A& cyciev fre iAndtpoe.ent, ," ntwj the

• of.i -to- tnter~'erence ratio during time T kinota little, then ,he. ntuber of

* ext.{nXa ,.l o. 0,hreahold •n n c-,claet is ubordinated to hinuttiai dintPribPtIve -,w

@ Here-, for probabllitie, of faloe a im •id uorroat detoction the f94vowing expres-

S.. to ake Plae:=

k . , ,*j.

""4! W O Ibi -Weeof ot of I ý,Jw e •le

* 2 0



and in the presence of a signal from the target accordingly.

if p,. <I and - , which frequently takes place, then (3.8.2)

may be replaced by approximate relationships

Considering the dependence 3x(p.) =I -pcw(p.) to be known, from (3.8.21)

we obtain

k .(3.8.3)

where T is the part of total time To, occurring on one element of solution.

By minimizing this expression by k, we can find the optimum number of

exceedings of threshold (see Chapter 4).

In principle, it is possible to abandon the uniform scanning and change the

* speed of scanning in accordance with the results of observations, quickly exam-

ining the direction, where the a posteriori probability of the presence of a

target is low, and delaying in the directions, suspicious in the sense of pres-

"ence of targets. We arrive, thereby, at dynamic programming of scanning [i1].

Upon detecting the optimum program of scanning various criteria of optimumness

can be used: minimum average time of scanning, maximum probability of detection

of each appearing target in a given time after its appearance, etc. In the

solution of these p.,oblems, one should, in general, consider the change of the

signal-to-noise ratio in the approach (or departure) of the target.

"If the criterion is used of minimum average time of scanning with given pro-

babilities of correct detection and false alarm, then for the class of problems,

satisfying conditions (3.5.3), the optimum method includes, obviously, the use

of sequential analysis. If the system of detection is multichannel, then, as

was noted in Section 3.5, the procedure of sequential analysis should be

modified. Effective mct.do of detecting of optimum means of scanning for



that case, as for o-hler ••rilteria of optimumness, at present not are developed.

This probleim can be Aimplified by limiting the considered methods of scanning.

In particular, it is possible to assume that scanning is produced in

several stages, whereby in every stage are earmined only those directions, in

which there occured exceeding of t' reshold on the preceding stage [111, and the

time of observation at each stage is constant. If the signals, taken from the

t&rget Ln various stages of scanning, are considered to be statistically independ-

ent, then for the probability of passage of the target at m-stage scanning,

Bm (F, T), we have

B.. ,(F, T)- FLt ., T,) 4+( -, ( 2.9t,-) ...-- -T) .+
o .(1 - •_,1) ~,, (Fm,, T,,,), (3.8.4)

"where p, (F., Ti) is the probability of passage of the target on the ith stage;

Fi is the probability of false alarm;

a Ti is the time of observation on the ith stage.

The general. probability of false alarm and average duration of scanning

without targets are determined by relationshipsf .
F= F, , F", (3,8-5)

T. 1 TFI-(T,+ JT. (43.T.5)

-T,:, - (T,+I T. -!-...-- , ., .... ,,(3.8.6)

where 1. is the nunber of elements of resolving power in angles in the sector of

scanning. With k targets in the sector of scanning, the time of scanning is

k"increased by k (T1 -i T2 i,.+ Tm). Inasmuch as Is usualiy very low, the

* relative increase of 'T is insignificant and it is possible not to consider it.

Here, the formulation of the problem is obtained more clearly and the solution

is not connected with the a priori information on the presence and on the quantity

* of targets.

For an m-stage scanning, it is possible to formulate a nunber of very

interesting problems on the minimum. It is possible, for exwuple, to find

"'/z-



Fly F 2,,, Fm and TT, T2,... , Tmy ensuring the minimum Bm (F, T) or to find

minimum T at given F and Bm. The solution of these problems can be reduced to

* the solution of functional equations, the form of which is characteristic for

problems of dynamic programming [51]. For example, the first of the formulated

problems reduces to the equation

Bm,(F, T)=, m , (F,, T.) +

+ I, (FT)B,- F- (3 -8 -7

ensuing directly from (3.8.4) - (3.8.6). The meaning of this equation is clear

from the following reasonings.

Let F1 and T, be selected from any considerations. At given T and F, the

average time of scanning and probability of false alarm for subsequent stages

are determined by relationships [see (3.8.5), (3.8.6)]

F

So that the general probability of passage Btm (F, T) is irinimum at given T,

and Fl], it is necessary to select T22,..., Tm; F2 ,..., Fm from the conditions

of minimum

After this is done for any T, and Fl, for final minimization of Bm (F, T)

it remains to select T1 and. F1 in such a manner that the expression in brackets

in (3.8.7) is minimum.

0 lIn [51] under very generil conditions is proven the existence and singularity

of the solution of equations of the form (3.8.7)p and also convergence of the

method of successive approximations for these equations. This method is,
,. probably, only,, a rather general method of solution of equations of the consid-

ered form.

*/7



"!3v assig.in, a specific form of dependence fb (F, TI) and u o: ' ,lui. i.on

.(3.8.7), t Js possible, in pr`r.nciple, to find an optimum method and to estimate

Sthe effectiveness of mu-tistage scanning. For certain particular cases, these

questions will be considered in subsequent chapters.

3.9. Optimization of Target Search

Let us now turn to the consideration of questions of target, search by radar,

oneratini• on target designation data. An account of these questions will be

made, partially being based on results, received by I. N. Kuznetsov.

Let, in moment t 0, be issued a target designation on the presence and the

position of a target. Inasmuch as the target designation on the postition of the
t,arget is given with an error, for lock-on by angle, distance or speed, in most

c.:-ises it. is necessary to search in the interval of target designation, the

iagnitude which is determined by the distributive law of errors. This distri-

S butive law represents a priori distribution of positions of a target for the

problem of searching.

We shall introduce function g(t), characterizing the losses, connected with

the delay of lock-on in t sec. Delay t is, in general, a random variable and

is described by a certain distributive law p(t/s), depending on target coordin-

at-es s and the method of searching. Every method of searching can be character-

ized by the magnitude of conditional risk at various values of target. positioni

"',lala or by the magnitude of average risk, determined by the expression

By minimizing average risk R in all possible methods of searching, satis-

fying certain conditions, it is possible, in principle, to find the optimum

"method of searching, corresponding to the considered fxinction of losses and

given condition. !•he necesqity of assignment of additional conditions is

0o



is completely evident, since equality (3.9.1) does not consider in itself the

"possibilities of false lock-on. The form of these conditions can be very diff-

erent. As in the case of scanning, it is possible to assign a permissible

average frequency of false alarm or probability of at least one false alarm from

"the moment of the beginning of searching, to lock-on. In those cases, when false

lock-on leads only to losses in time (for the duration of a certain time, until

a breakdown occurs, a false target is accompanied), additional conditions can

"be formulated in the form of requirements in duration of reliable work (without

breakdowns) after target lock-on. We can assign, for example, an average time

of work by signal or the probability of work by signal for the duration of a

given time. Let us divide the inspected sector into unit cells, the size of

S@.which is determined by the resolving power of the radar by the corresponding

coordinates, and number the cells in order of examination. Let us consider

that the search is made in Jumps from cell to cell, and the duration of a jump

will be disregarded. Let us assume, furthermore, that the signal from the

target is taken only when the system of searching is in the same cell as the

target. A model of searching, obtained as a result of thebe simplifications,

accurately reflects the main lines of the considered problem and at the same

time allows to avoid excessive complications, connected with the form of direct-

ional diagram of the antenna, form of the strobe and so forth. For this model,

forimla (3.9.1) can be copied in the form

:=i k",'"•_ ...vi)PY 0(3.9.2)

* where p,, is the a priori probability of the presence of a target in ýtth cell;

p(y!j) dl is the probability of detection of a target in pth cell, in interval

"of time (t, t'fdt).

Delay t represents the sum of delay times t, in cells, the examination of

which preceded detection. If magnitudes cj (being, in general, random, for



"ex:.on1pWe, in the use of sequential analysis) may be considered statistically

v.. i,.ependent, then the characteristic function is obtained by multiplication of

eharacteristic functions T, and averaging of the product by the number of cells, which

due 1-o the possible passages of the target, is also random.

For the considered model of searching, optimization can consist in the

selection of the order of examination of cells and characteristics of decisive

r.',Kes (time of delay, magnitude of thresholds, etc.), utilized in the acceptance

of solutions on the presence of a target in each cell. In order to simplify

the sol, ,ion, we shall assume these decisive rules to be identical. Analysis of

i. more, general case requires very laborious calculations. As showed the con-

Sitr.it~ion of certain particular problems, the gain in the threshold signal, as

c comp-,ared with the case of equally justified cells, constitutes 15 - 20%.

Selection of parameters of the system of lock-on (time of delay in cell,

.O'b'tbility of passage at given frequency of false alarm), of minimizing average

risk, requires assignment of a specific form of characteristic of detection in

"cell. Therefore, we shall postpone consideration of this problem to subs-

S1-lent chapters and be limited here to the selection of order and examination

.f cells. The function of losses will be considered as a linear function of

" tine. Here, average risk is proportional to average time of searching I, to

the minimization of which we will tend.

We shall start from the simplest case of cyclical searching, with which

a whole a priori interval of target position data is examined in a pre-determined

selected sequence. Such a method of searching is also used in an overwhelming

majority cases in practice. Under the condition that the target, in uth cell,

was missed in I cycles and detected in (Il + 1) th cycle, the averagu time of

searching it is determined by the formula

1)-, :- '+ ,;o + I (N IT%(3.9.3)

where se - average delay time in cell with target (with signal), when target



is detected;

the same average time, when the target is missed;

- average delay time in cell, in which target is absent;

-- number of cells in a cycle.

The probability of detecting a target in the (1Q + 1) th cycle is equal to

S-- is the probability of passage); therefore, as a result of averaginR

(3.9.3) by 1, we obtain

+ I- +i - (3.9.4)

whence

Ipt D-P'-H +1lc (3-9-5)

P 0

It. is necessary to emphasize that i is calculated under the condition that

the tirpet is in one of N examined cells and that there are no false lock-ons

durinv the time of searching. If the a priori distribution has a finite width,

then fulfillment, of Lhe first condition is ensured by examination of all cells,

for which 1)1 / 0 . Ohterwise U is a conditional mathematical expectation, and

s .ihould be considered as conditional. distribution. Selection of the number

of examined cells in this case is carried out, proceeding from the permissible

probability of target miss not in one of the inspected cells. This probability

can he selected a 'ew times less than the permissible probability of nonfulfill-

., ment. of the tactical problem (for example, not striking the target).

The fulfillment of the second condition is ensured by assignment of a rather

low probability of at least. one false operation during the time of the search.

In systems fith automatic tracking, in which false lock-on leads only to losses

in time, this condition is replaced by the requirement of a quite prolonged

accompaniment of the locked-on target.

On the order of examination of cells in formula (3.9.5), depends only one

component

- *'



N

(3.9.6)

It is not difficult to be convinced that this sum has a minimum magnitude,

if examination of cells is produced in the order of decrease of a priori probabi-

lity. For that, it is sufficient to transpose two cells and to consider the

change of t caused by this transposition

S"I) U k.(3.9.7)

_ iFrom (3.9.7) it is obvious that if the cells are arranged in order of

decrease pipk>Pi at I>k!. then any transposition leads to an increase of

* average time of searching.

In practice, the optimum order of examination in most cases is not tied.

The exception is, probably, only the case of spiral searching on angles. Usually,

the search is made by starting from the edge of the a priori interval, at the

time, when with the greatest probability, the target is in the center of the

interval. For an estimate of the increase of time of search connected with

this, let us consider the partlcular case of normal a priori distribution. This

case is encountered very frequently, since the errors of target designation

usually are determined by a whole series of statistically independent factors
and the distributive law describing them is near to normal. In considering the

"v•ariance of error to be great as compared with the size of a aift cell and re-

placin,, in connection witf. ýtiis, the swu by integrals, for a relative increase

of' average time of search as compared with the optiiun case, we obtain at 1 ,

21 2 .. .

where ,t-'(X) is the function, inverse to the integral of probability, and

AP is the probability of miss of target in the interval of search.

,/1•,-
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The character of the dependence y(po) is clear from Table 3.1. As can

be seen from the table, abaxdoning the optimum order of examination, can, at

small i , lead to multiple losses in time more, the less p0 .

Table 3.1.

Ps !()-I (-l' 10-' 10"- It) io 10 10-'(

1 54 16251 i6.iC 72 7.7 8. 1

Cyclical search with constant number of elements in a cycle is, obviously,

not always the best. Actually, in nonuniform a priori distribution and probabi-

lit.y of passage different than zero, -- ises can be shown, when after examining

a certain number of cells, the presence of a target in which is very probable,

it, is better to repeat this exaiination, than to cross to examination of cells,

in which a target. with preat probability is absent. Thus, we arrive at cyciiciaI

searrhing with :, variable number of cells in a cycle. We find the average time

of investiation for that case, assuming that every subsequent cycle contalnt

:tll cells of Lhe preceding cycle.

Let, the tkr'get be in the ith cell, which i5 examined, starting from the

kth cycle. Then, analously (3.9.3), we obtain

wher'e a is the number of cells, examined for the first. time in the vth cycle.

In the t'uture by ,t , will be designated not only the number, but also the

ent ire totality of cells, for the first time eximdned in the .th cycle. The

rule, in accordance with which every cell refers to any totality a., we shall

calL the distribution of cells between cycles. By averaging (3.9.8) by i, we

,. have

4- (1) k.. I v3 it9_

, • 1'



In (3.9.9) k depends on p . If the Ath cell for the first time is exam-

ined in the vth cycle (En,) , then k = v - 1. As a result of averaging by

, after some conversions, we obtain

S' -

Sp (n ( k v- -1) + 1] (3.9.10)

where p(nk) is the probability that I C n,,.

By minimizing t, it is possible (in principle, at least) to find the

optimum distribution of cells by cycles and optimum order of examination of cells.

By comparing (3.95) and (3.9.10), it is not difficult to see that the optimum

order of examination is identical for these two cases: the cells should be

examined in order of decrease of a priori probability.

Selection of distribution of cells by cycles is significantly mor', compll-

cated problem, for the solution of wblch it is useful to introduce into consider-

ation an increase of average time of searching, occurring upon transfer of the

t-h cell from the vth cycle to the (v + 1) th;

S,--I - I p (N,, (3.9.11)

where N, is the number of cello, examined in the vth cycle (N, -- 0.

If ,t<O at given 1) , then the transfer of the p th cell to the (6- i)th

cycle leads to a decrease ot average time. Proceeding froim any d(itribution of

* cells by cycles and producing all possible transfers, not intreasng the average.

time of searching, it is possible to arrive at an optimum distribution, The

practical realization of this procedure is connected with large calculating

difficulties. Therefore, we shall be limited only to the consideration of sev-

eral very particular cases.



We shall start from the case of finite width of a priori distribution, when

. at [>1. Let all N cells be distributed between two cycles. Then

equality (3.9.11) has the form
At

from which it follows that to the second cycle it is expedient to refer all those

cells, for which

"-',I r(',•,li •l

P , (3.9.12)

l 'From (3.9.12) it follows that if at all

;' ".P•>'N - tlA .

then it is better to include all cells already in the first cycle, If the inverse
Jinequ:•litvy •s carr.ied out, then (3.9..U) determines the boundary of' the first

Analot~ousty, .it' th1e humber of eycles i.*. gizven wilt i,3 equal to v 1 then

the o)An'Ilary of the %th cycle is :deternined by the relationahip

I' . .. .,V f; IF i~

I- f" i ;I• , then,-be- l imited b.to tlember•-s of thcý :'ri3-1. urf ler by ,i in i

c-.s e.ri inv' ", t' we e;.i re-rit e ( I.'7 Ii) in the Corm1

i,],i.Q l01ipt. (1.<.l), (I,). 1.) at 1, 2,.. ietermino iomeo aubIdv~iion

i of tho cons-idered N cello Into cycisJ, Ths Ili:" 11ntributitort which is not fully

optimum, allowu, neverthel.esli to receive a very nisiifitcait gain aa compared

with the case, whon all cells are exuined in the fLirt cycle.

,o10.,1 As in example, let us conlider the case of an ex/onetitial a priori distri-

bution, considering for .implicity this dl.'itribut.ion to be continuous. Here,

ii~i /



from (3.9.14), we oba•in

4 1-+ (3.9.15)

where p, is the probability of miss of the target in the examined interval;

Sis the width of distribution.

K',.,:. Let us assure P. -1V'.-'--f)-' . Here, the boundaries of cycles are determined

by the following 'values of x: x, 3.45, x2  7.65, Y3  9.2. The third and

G subsequent cycles include all examined cells. Corresponding to thisi case, the

* averare tine of searchirg, calculated by the formula (3.9.10) at - is

appronximately 301 less than in conzitant cycles. This gain in time is increased

with the increase of probability of pasa of the target. Thus, at f, 0.5 for

""he considered ea=mple, (xl1  x .5.12,, x3. 7.96, x4  9.-2) the gain

constitutes SU1,.

In the considered example attention is turned to the fact hat, expansion

o" cycles occura evenly (xi ix). I. one Veoe to asuume auch uWiformAty f.-om

the very beginniinR, then for exponeitial a priori iatrgihution it is possible

to calculat.e iverage time of investigation at arbitrary x, not limitiuW the total

n umte of examined cells. IbI makingi the necessary calcultiono, from (3.9j.4) -

we Obtain

(1-9.16
4..+.+ * ,t "+,,$ . -., *... .

,'.A 1 I° ••'" '• .j• u -" •''•• •". ,•I(3.9,ib)

- ," ... . ....... • t -• '"

STn Fie. .1 io Cohatructod the dependence of t on x for various ;aAd at

. , *" Gves t (x) havo a Uinimum, shifting il the direction of

large x with the decreaoo of •i At , the position awd 04hditude of the :

• mnuriimum are determined by approximiate relAtionh.hips

, i e,

(I 11" I I I I I ii ll I,, ,mm ii i m I* •i' ii i



The following step on the way of optimization of searching should consist

in the rejection of cyclic reccTrrence, The best order examination will be,

obviously, that, with which the solution on which of the cells to inspect .is

taken after exxAanation of each cell on the basis of' information, known. a oriori

and received in precedinu inspectiors. All this information is contained in an

a posteriori probability distribution of the presence of a target by the ce'll s.

This distribution should be user wvith the acceptance of the solution as a priori.

If in one of cells thwre occured exceeding of the threshold, then the solutJon

is t-aken on the presence of , t,.-rget 1.n this cell an-? th. re1r(irunk< ce' .s ,,

not ex;mined, Here, .he :r wsteriu ri n-.o::i.•I ,t s eq u :al to a, ufnil i ,

where t.he thresho.,i i s :in-wre,;ew! , n !.o zero ni re ininm ce.,

ti ~ ~ 41 IJ p 1"0V iý

n ...... . ....... m ...... .... 4 I t v*.. -U ;

tori pmbalt 1" r N1td" i u t- W" " I

1 ~~~~4 17•• ! . ..

~n ~nv a priior'k'* all tho' \a¶ t liv, ?4

,:> •* -" " . I (-4 "j "

.17O. ~ ~ Q~ '• • .f 3( _. . . .. . ....-'' I .4. l: '



"- is the '..b ' Dprzeaing examinations of the tth cell.
"""The r}.•rat0r y.9.37) is an unconditionail probability that there is a

target itu the pth cell and it was missed In all preceding examinations, and the

enominator - the probability of the condition urtder which p(ý 1 . . . . . 4. .), is

calculated, i.e., the probability of the absence of exceedings of threshold in

all preceding examinations.

"It is -.a -,o~t; evident that at identical (on the average) delay tines in cells,

it is best of all to examine the(u in the order of decrease of a posteriori pr-o-

baibility (3.-917). it is not difficult to show that at wry unditrimishing func-

tion of ks&se i(t) of 4-uch order of examiznation ensures a minimum of averige

r~ik. In order to be convinced of thio we shall talculate the average risk under

.-he conditioq that the prcop(cng oex~vdnation Conducted for th-, duration of a

-.- e did not: givo reoulta,, and aub 'quent, e xwi L ion 4tarts with a certain

S. . .li . ..." ".a-id 4th t-be a wupt.on t the j.ity' Of htzý

ho'; (, -f ..

'Jq the i n 0 C~ 4o vljf vhy obtined Ain~u of the,

p .td 4 rgliv. tho f er3 6T 0n tho hi,1k.

ho d.eL:y iii "I he Where til tro .' --

*:: " " ... . '.a 4.,v)•.g ,(I, ... ..

if r ( i. - W1 ,•ni.•i.•ihing! .function, and conaquentliry, the riink is mitim0=,

t~ ~ Iv~q fxo ~hipW3 of the' ýý ztslb1d va1uqz..

,-n """ .e i,'Unce wilth thc roeeeivad reodt-.,, optizm••oo nrchnz Ohoud. be done

*:L



4 in the following manner. We shall arrange the cells in order of decrease of a

priori probability p, . Examination should start from the first cell and be

conducted in order of growth of numbers as long as the inequality is executed

N.• P (RI

i.e., as one may see from (3.9.17), while

A> P1%(3.9.19)

After in (3.9.19)the inverse inequality starts to be executed (starting

Sfrom It= ILI ), the cells with numbers it •t, are examined alternately with those

already inspected, while

after which, the first cells should be examined for the third time alternately

with the cells, inspected in the first and second time, etc.

In order to have the possibility to compare such an order of exam-tinationI

with those considered earlier, we shall calculate the average time of search.

For that, we shall divide &xis It into intervalu, deterined by inequalitiea

The numbor of cells in each interv~al will be dosignated by n 1-0, ii 1 ,

cell t' w" ilI be iiLaced in monformity with the totality of cellt in other
II

iuterwtkls, for which a priori probabi litiet loaa3t of' all Iexceedl rtY (A:

The numbers cif these cell1s, Cotntnte off f*rom the beginning of' tho. correspo~nding

intervals, will. be .oieig~nttte by 7 .1", 1. B~efore we examilne for the fC1-1-

t"i, the kth cell, Orderrinp to thm att interval, interval ¢v. will be ex avined k

§ tirnt, k I time iaterval ti v.Prhermr we shalleamnfo h

"(k + I) th time It, cells of zero interval, for the kth time ,,,a lls of the

U first iateral and zso forth to the kth interval, if the target is niased v

times, :then the nugiber of xu~a~n of alIl inttrvalo to th e k~t 10 incrfttase



by v amd, furthermore, cells a'e addeds which refer to fill.. ,", . . '

accordance with what has been saidj T(1,) maybe written in the form

I "+ (--I k.:)

The two first and the last components of the received expression coincide

with the corresponding components in formula (3.9.9) for average time of search

with expanded cycles. Such a coincidence could have been expected, since the

difference between these two methods of searching consists only in the fact that

in the case of expanded cycles in the next examination, during which the target

is ietected, it- 1 cells are examined, and in the optimum order of examination

ti. cells are inspected of each interval from those already examined by then,

i.e., from the first to the (1 + v)th.

.y averagine (3.9.16) by p and converting the last component, just as in

the derivation (3..1'?), we obtain

i} + p'°°)( 1(

In particu4r, for exponential a pir di4tribution
4'..~~~ +liarY-1~$

__ _4 ' "-

7 + .. . :23)

"t

I... ,,,.

At12 hetco a n(392)isajodiaeyeqaLt

.* || • | i •.



and t is very close to the average time of search in the case of expanded cycles

at optimum selection of increase of' x=:7=

The noted proximity of average times of search in expanded cycles of optimum

"duration and with optimum order of examination shows that the method of expanded

cycles can, without significant losses in time, be used instead of the optimunn

method, the realization of which is connected with large technical difficulties.

This result can be used also in the selection of duration of expanded

cycles. Considering the smallness of the difference of average times for the

two shown methods, it is possible to expect that subdivision into cycles in

accordance with (3.9.20) is close to optimum.

Above were considered various cases of selection of order of examination

"of cells, ensuring minimum of average time of search. In some practical problems,

it is more justified to fine wt optimum method of target search, proceedin!, from

the requirement of maximum probability of detection (minimum probability of'

miss) of target in a certain fixed time. To solve this problem ie po*ible only

for the case of fixed time of delay in a cell. The received reoults can be,

"with some effort, used in random dela-y, if the total time, oxpended for detection,

.is great as compared with the average delay time in the cell.

Let T be the time expended in the search, and . be the delay tivie in thO,

cell. If, during time T, a certain 14th cell iu exaiiled I t imeo Wnd the
uimnals from the target in variou oxe nations are independt,-then for tnh

L, the for . .

probability of detection of target it is pousible to writo

.t is necesary to select i in Ouch a manner that D is ,•n-i oan thu

condition is fuIlled

o. ." 2. .

We shA-ll a&*ue that the method of oearch, which iae for the condoered •c.•o,

% j , A.

• ;, ..
,.~ ",A . .



optimum, is characterized by the numbers 1i, 12,..., satisfying condition (3.9.25).

We shall replace in (3.9.e4) 1, ,0 by 1='1+I, and 1i', by (-,=I, , preser-

ving the remaining 11 constant. With such replacement, condition (3.9.25)

remains, obviously, in force, and probability D changes f the magnitude

A D =(1 -) )(ph?'- pi f1). (3.9.26)

Inasmuch as numbers 11P l2,..., correspond to optimum search,, AD should

be negative at any i and k,, only if 1, j I . It follows from this that for all

i, for which bj>O, the product of P.J" should be approximately constant, i.e.,

"1j In lný. (3.9.27)

The magnitude of constant C is determined by condition (3.9.25). An approxi-

mate formla (3.9.27) is carried out more accurately, the larger the r At

, it is possible to consider approxdmately•,,0Oat peC. With these

assumptions, the calculation of optimum distribution of time T between cells does
T

not present much effort. With small j , the calculation is-brought to an end

" by only numerical methods.

* As example, let us consider normal a priori distribution p, with diapersion

' equal to the variance of error of target desipations divided by the width

of the unit cell.

"Considering iu l I and 7 .! , we shall replace all sums by integrals"

., m d P, startinn from which i,. we shall .determins from the condition

.C. . .ers"

P-still

*and in accor•a•eo with (3.9.27)

+',' •.

t+,- as
.++z s



Substituting this expression in (3.9.25), we obtain

r3/,- X.n Sand " ios*l
r 3 7 213 _I

21ar J(3.9.28)

"Using formula (3.9.28), it is simple for specific p, T, v and o to find

the optimum distribution of time T between cells, ensuring ma;dmum probability

of detection of target during that time. -./In distinction from the case of minimi-

zation of average time of search, this optimuo distribution does not determine

the order of examination of cells. It can be realised, for example, with the

help of cyclical search with expanded cycles. Her*, the limits of search and the

Sdistributive law of cells by cycles should be determined by formula (3.9.28).

The considered problem., undoubtedly, do not by far exhaust all problems,

connected with optimization of search and scaraxing. In partiularp' the problems

of search were hardly considered in a number of targets more than one. The very

- interesting problem optimization of scanring, based on the requirment of most

rapid detection of randomly appearing targets was not touched upon.

In connection with the developdnt of methods of Processing radar information,

obtained during soangs, with the help of electronic cmaters there appeared

- .-one more very important. and interesting problem, toalated in fficiently

general form In (521,. This problem reduces to optimization of the method of

filling a finite number of machine imemry track* with data an the trajectory of

* the assumed targets. An Optim method should mure the fastest detection of

* a true target after its &ppearanco. Unfortuntelyp ,a results In this arem

as far as it is kme ' by the authors are presetly lacking

++",+ The conducted consd on of mtods of aoptance of solutio••s to the

*%
C44 C



presence and position of a target, optimum from various points of views during

detec~tion showed that under very general conditions these methods reduce to

the comparison, with the threshold and among themselves, of the values of the

relation of verisimilitude for all possible a priori values of parameters of the

detected target. Here, the system of detection consists of a certain number of

channels, each of which is intended for processing a signal from the target with

the fuilly determined values of parameters. This circumstance considerably

facilitates analysis and synthesis of systems of detection and will allow us,

in Chapters 4 and 5, to consider, mainly, the case of detection of a target with

known parameters, applying the received results to multichannel systems. An

estimate of parameters of the detected target, as showed the consideration, should

be made on the basis of comparison of the values of a posteriori probability of

the presence of a target in various points of the a priori interval or region,-

There ia a basis to consider that when the permissible error of measurement of

pa ,-ameter coincides with or exceeds the interval of solution Wrthis parameter,

then 3uch an operation is equivalent to the selection an estimate of that value

of - , with which p,L0., AI U., exceeds the threshold. A comparison of these

two methoda for particular caues will be conducted in subsequent chapters.

' n the future we al•l• be limited to the ease of fixed time of oservation

at each stage of detection, not conoerning systems usane the procedure of

uoquential analysis. Au already was noted in Section 3.5, a suffic."Iftly coml.-

. plote invesLigation of these systemus, which would consider the actual pi oper-

ties of rluctuation* of a reflected aigital a•d would include the cape of detectioah

of a target with unknoua coordinates,, cannot be made with the emisting msthods.

In sections 3.- and 3.9 were formlated erteain proble=u, conerni,-

"'C' opttmizatton of space spanning. and target search. The :4olution.of these Pro-

blems was found only at that stage, at which it ttmls out to be ne esary, to

. . e the spoeific dependence of probability of miss from time of observution and

5,* I



probability of false alarm. After these dependence are found in subsequent

chapters, we will continue the solution of the indicated problems for those

particular cases, for which this can be done without the use of laborious numer-

ical methods. Some results of Sections 3.8 and 3.9 present independent interest.

JHere, are included, basically, the results on optimization of the order of

examination of cells during search.

It turned out that in the absence of any limiting assumptions, the examina-

tion of cells in the order of decrease of a posteriori probability of the pre-

sence of a target is optimum. If the cells are located in order of decrease of

'p h a priori probability of the presence of a target, then the optimum order of

"Ao examination is close in character and in effectiveness to cyclical examination

with optimum distribution of cells between cycles. This method of examLnation,

apparently, in the majority of systems is easier to aary out technically.

a~ 7

"N"
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C HAP TER 4

DETECTION OF A COHERENT SIGNAL

4.1. Introductory Remarks

In this and subsequent chapters, the general results of chapter 3 will

be used for the synthesis of optimum systems of detection of coherent and in-

coherent signals on the background of noices and certain forms of interferences.

Along with synthesis, we will conduct analysis of existing systems of detection,

and also quasioptimum systems, obtained from optimum ones by means of their

simplification. The utilized division into coherent and incoherent signals,

as already was noted in Chapter 1, is connected exclusively with considerations

of oconvenience of solution of problems of analysis and synthesis. In accordance

with this division, the incoherent signals, considered in the following chapter,

refer to signals with periodic modulation, for which the. initial phases of high-.

frequency osaillations in various periods change independently and randomly,

being subordinated to the uniform distributive law of probability in interval

(0.2 a Signals, for which such uncontrollable jumps of phase are absent, we

shall call coherent.

SIn accordance with the results of Chaptar 1, a signal, reflected from a

target, will be, in an overwhelming majority ct oe.eep considered as a normal

random proceiss



Synthesis of optimum, and also analysis of a broad class of nonoptimum

systems of detection with a normal received signal y(t), i.e., with normal

distribution for the signal from the target and for interference, can be con-

ducted on the basis of some general relationships, determining the character

"of optimum operations and the form of the characteristics of detection. These

relationships were, for the first time, received in [53]. In Section 4.2, their

derivation will be conducted by a somewhat simpler method (in the part, concerning

the obtainment of characteristics of detection). In subsequent paragraphs, the

general relationships will be used for investigation of questions of detection of

a radar signal on the background of noises and interferences, subordinated by

normal distributive law (passive and wide-band noise interferences, which is

normalized upon passage through input filters of the receiver).

Examination of these questions is expedient to start from the most fre-

"* :quently encountered case of detection on the background of noises. Investiga-

*n tion of methods of maximum increase of reliability of detection of weak signals

on the background of internal noises of the receiver and external thermal noises

has a direct relation to the problem of increase of range of radar stations.

and presents great practical interest. This problem is devoted to a large

number of published works, from which, however, only a comparatively small part

is carried out with respect to fluctuations of the re alected signal (7, 9, 19, 40).

Calculation of fluctuations in these works was reduced to consideration of extreme

..'0 cases: very slow (a pack of harmoniously fluctuating signals) and very fast (a

pack independently fluctuating signals) fluctuations. In this work, the-question

of the influence of fluctuations on reliability of detection is considered

more specifically.

Wide-band noise interference, by the character of its interfering.i.nflu-

ence, in a significant degree in equivalent to internal noise. The peculiarities

of the influence of interferences are connected basically vith the fact that

*~ /,/



its spectral density is unknown and that the interference i3 ,Ila.,,'J by wit,,ur,.;ae.1l

during scanning. The influence of these peculiarities, and also the possibilitie:;

of protection from interferences, will be considered in Section 4.12. In the

.ame place will he considered the question of the influence on systems of detec-

tion of a coherent signal of pulse chaotic interference.

Considerable attention in this chapter is given to the important problem

"o Of noise-resistance of systems of detection in reference to passive interferences.

Synthesi s is conducted for optimum systems of detectioii of a signal on the back-,

* ground of noises and passive interferences for an arbitrary law of modulation,

and also synthesis of optimum intra- and interperiod processing for the case

of separate processing of periods of the signal. On the bai .•f zresults of

synthesis, is conducted a comparison of various laws of modulation from the

point of view of ensured noise-resistance and the criteria are worked out for

the selection of the law of modulation. Optimum methode of signal promessig

are compared with the method of period-by-period compensation, applied for suppres-

sion of interfering reflections from motionless objects in pulse radar stations

(1 59 659, 663.

Q.uestions of synthesis of optimum systems of deteotion in the presence of

pass-ive interferences were considered earlier in [9, 4--58, 641, the results

of which are partially used hes

,. ..- , 'Reltion of Verisimilitude and .Xt.Ltatistioal

. o . .d ntrf

* • As already uas noted in Chapter- l, the received signall w•4ith is the sum

. Of the coherent., ignal, refleoate fr*o the target, and interference$, for a

very. broad a lass of cases ca" be considered as a normal random process and.

be oharacterised by the functional of probability d•naity

*., . '$" •, (t~l~.1 r

:• •; .. ( . ,1

• '• m • m m m m m m m • | 1 | | | |
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where K. is a coefficient nct depending on realization of the received signal

•. y(t);

W (tl, t2 ) is the function which is a continuous matrix analog, inverse

to the correl,.tion matrix.

Function W (t 1 , t 2 ) is connected with the correlation function by equation

(1.4.2).

The relation of verisimilitude is expressed by the formula

(y)K-" exp',, i t WX
K,, ) (Idjtp )--UC t~t1)

-X yly(4) dl d , (4.2.2)

where W,. (t 1, t2) is the solution of equation (1.4.2) at R (tl, t 2 ), equal to
~-2

the function of correlation of interference R, (tl, t 2 );

:.; w (t 1, t 2 ) is the solution of the sae equation at R .(t t 2 ),. equal to

.the function of correlation of mixturi of aignal and interference
R o t . . • .S.... R ..t4(I , 4)t& / (4, 4)-Is R1 41 , ), 4).. . :

Combinbig the equations for W., (t 1 , t2) and We# (t 1 , t ,W it is ea . to

s how that function

-,, -" V (1,4) W. •{4,., ) W 1. (t,,4),
.-.. (-. . . )

* In(4a2),should satisfy. equation
'J1' "W. '....i. •~

V:,:• Yo 0 i'IC. G +rR( P )Al .: I , V% {.tt,,I (l1,1)d A (.2-4,)

-.. asstauch as the conttioient -in frout of the exoet in (4•2.2) does o•t
* .7.

depend on the accepted rnlLsation, one canw, obviotaey, tke the solution on

the presence of the tatget on the basis ot cuaison with. the corr"poding .

•,*- threshold of the functional
-0 "-) V4 . y .. di,

S.... ": LI•J • . ~~~t~ ll~Uli~4 &2
,,. 4 •



In order to explain the c1sracter of operations on the received signal,

leading to the formation of L[y], it is necesoary to rind, in evident view,

function V (tl, t2) from equations (1.4.2) and (4.2.4). The solution of these

"equations reduces, thus, to the problem of synthesis of an optimum system CXf

detection.

Some conclusions relative to the possible methods of realization of these

operations can be made without solving the indicated equations.. From theS.."

"s )irzstry of the function of correlation and equations for V (tl, t 2 ) it follows

that this function also is symetric, i.e.,

*" By dividing the integra~l by t in (44.2) into trov (from 0 to t1 and tV1 to T).

and using the indicatod propewty of. V Ct1, t) at i iimplo to reduce (4.2.5)

to the for•n

448 - "I-.s - 9ji . J (I,)diS'~ .'- • . "p1 : . " .- •. - _, . - ... :

In this formula, the fun.tion-A: (t1. t2) may be. on•idered.a- th U4.a I .

r. t ion of -linear ftter.8 :hs the formation at ofLt reduces to-the 'tian . -
, nti•sion of the received O.gng :throu _ Plic

onho the.o multi 4i bto the reeived'.dt i

1) °"ti, -with 0160 r.eascN V (p th a tegrabor dutn
*tize T1 3 y

Cor-'oponding to then o tSo ttre W c1 igm o , the r'.feiv•ng inAt&sa-.:Y

tOwl 1.0 shown In n;~. 4.1. SUch aný interpretation OwUU o 40tos i

projosed in (53].

0+ : tS? D, ,"::" ::" I+.. :: " ' '" .:..: " " " " : -•.:. " -



For obtaining the characteristics of detection, corresponding to the com-

.parison of L[y] with-the threshold, it is necessary tc know the distributive

*law of magnitude L in the presence of and absence in y(t) of a signal, reflected

from the target. Calculation of this law in clear form requires, undoubtedly,

* assignment of functions of correlation of interference and useful signal. In

a general form we can obtain only an expression for the characteristic function,

ý"corresponding to this distributive law. In order to do this, we temporary
N:•

replace integrals in (4.2.5) by the sums

L,, [!/ 2- V (jW t, k t) y (i•t) y (kAt) (At)',
- -•.j. k ---I

FT 1 Twhere n l 31 isý,.the integral part of relation

The Joint distribution of magnitudes y (/A) (I 1. n) has the form

exp 2 U7(jAt, kAt) X
J,k,-'l

X Y UAI (kM)', },

where R(tl,t 2 ) is the function of correlation of the received signal;

W(tlt 2 ) is the corresponding solution of equation (1.4.2).

For the characteristic function of magnitude Ln [y] we have

e, y E [W (14t,2w) V IJ(A i.WAt)X

, -0 -0 Al,,

-X (At)' y (1t) y (kiAt) Idy (At) ... dy (nAt)

4• =[IR(jAt, kAt) IIjAf, R1t)6(At)1,-i V(IA!, kA1)(At)1 •

jiA•- t)'j R(jAt, 1At) V(Wtl, kAt) -bt•

For calculation of this determinant, it is po8siblo to ube the method,

I%

• ,7':;'I ,



described in Section 1.4. As a result, we obtain

~(l)z~irr ~I Ii1 r~x 'Ljt~~,t (4.2.6)
120 0

where function G(tl, t 2 ;.L) is determined from the equation
2T

0 (ti, 1; 1)- 1 G (t,, t; 1)V, (t, t,)dt= V, (t, t,), (4.2.7)

and

r:•..•..V, (V1, J,= V (Y,.. ) R (f, f') dr. (4€.2.8)

One should not.e that in the derivation of the formula for the characteristic

*'function we did not assume that function V(tl, t 2 ) is determined by equation

* (4.2.4) and corresponds to optimum processing. In connection with this, this

formula can be also used for calculation of characteristics of detection, corres-

ponding to nonoptimum processing, if its result can be represented in the form

* of (4.2.5), with arbitrary function V(t1 , t 2 ).

Frequently, the result of processing the signal can be presented in quad-

* ratio form from complex functions r(t)

SAl/ = u~,,tIlltlt'4Idt t,,(4.2.5t)

where the real and imaginary part of f(t) are distributed by noiml law with

zero mean values, and
OV6t, 41 ( 'it,, 4,).

The derivation of the characteristic funotion of magnitude L(f) is fully analo-

:gous to that Just now given. Jolnt; distribution for real and imagina parts

of magnitudes /04A1) can be written in the form

A where ,Ip,. kg, . and *Ii,-4(JAI. kAI)Il- is the inverse Iirilt, 4,A4)I1

"of matrix.

S.



Replacing, in the expression for L(f), the integrals by sums, calcvlating

the characteristic function by direct integration and changing to the limit

at At-0, analogous to (4.2.6) we obtain
T i',•

where Gl(tl, t2;1) is determined from the equation
S2

r,.G• ,t, (t,: I I E , (I., t; 1) C,,Yt, ) (tlu V,(t, t.). (4.2.71)

r

•"0 (4.2.8')

The received relationships can be easily generalized in the case,. when the

*• solution on the presence of a target is taken on the basis of several signals

yl(t)) Y2 (t),..., ym(t), the joint distributive law of which is Gauss, and the

mean value is equal, to zero. This case is encountered, for example, in multi-

frequency operation. Here,,

. where function Vjk(tl, t2) is determined by equations

V.I 1) ( , - di

'-'%. I

I, r i'44 ., .. (4.2.10)W a lV 1•.ti ) R e i'% (( ,.1 s)d t ,.". . -

"',' he char&at~eistia-funotion in a muIti-<dimenonal case is determined b•

I, r

N', • . -

*..* =_• = . . =:= -



•:.?:;.j1 Y1, (t, A, - E v [a, (t,, t; 1) V#, , ),• 1 = 111 t, t,)
S,=, o•,(4.2 .13)

v;, (I ts V nI t, 1) R~, (Y, 12) dt. (..4

Analogously generalized are relationships (4.2.6) and (4.2.8),

Substituting in these formulas the functions of mutual correlation of com-

ponents of the received signal

/:,,,:,Rik 01, 4) YWS#),, Y- 0)

in the presence and absence of a target, it is possible, in principle, by the

found expressions for characteristic functions, to find the corresponding distri-

.•' .butive laws of magnitude Lo and to obtain an expression for probabilities of

miss and false alarm.

Tht relationships for the multi-dimensional case are considerably simpli-

*. Cfied, if the received signals y1 (t),..., ym(t) turn out to be statistically

independent (for example, due to large detuningof the utilized frequency chan-

nels). Ifere, the joint distribution of probability of signals is. equal to the

product of distributions for !separate'signals. -In accordance with this, function.

al Lo (y) turns out to be l tothe s stati llyindepndent function

als for separate signals

(4,2415)

6and the characteristic function of randOiXi variable It, (y) is equal to the

V produdt of charaoterist'i4 functions 'Vj(I).'.5

/.., . .



4.3. Optimum Detection of Signal in Noise

4.3.1. General Relationships, Determining the Form
of Optimum Processing

Let us consider the most frequently arising problem of detection of a radar

signal on the background of noises with uniform spectral density No. The func-

tion of the correlation of received signal in this case is determined by equali-

ties (see Section 1.4)

S~Ra (t,. ts)•- . (1, -- 1,, (4.3 .i)
•.e - c(t,. t,)=No• (t -- t3) +

S * •+ Pc Re. u (t- t.i u't 3 -- • (tt--t3 ) C'(tt;

"".+ P (4.3.2)

* where w- + (0:v- is the carrier frequency of the received signal.

- It is not difficult to be convinced that function W. (tl, t 2 ),# correspond-

ing to (4.3.1), has the form

(4-.-.3)
Usually fluctuation of the signal, the speed of which is characterized

by tho apeed of decrease of function P (), are slow as compared with the law'

of modulation u(t) and do not distort the law of modulation of the received

*:, signal. Fulfillment of thia condition is necessary for effective use, of modu-

* lation during detection and measurement of parameters of a target. In the,

future, we shall consider fluctuation to be quite slow, assuming, during periodic

"" modulation, P it) to be slightly changing in the period, and in the case of com-.

plex-imdulated single sendings,, lightly changing in the duration of sending.

faHere, it is natural to expect that optimum processing of a fluctuating signal

S3.1l include multiplication by the expected signal, which is the main element of

* '. optimum processing without fluctuations [2, 8], and find the solution of equa.

tion k4,2.4) in the form

p /• ~.t. (4 ) ,- )" t -, o-
-.. ,-



conside-ing function u(tl, t 2 ) just as slow, as P(tI, t 2 ). A more formal basis

for finding the solution in such form is the circumstance that at P(t)===

.=.(I(tIT) the equation (4.2.-4) has a degenerate nucleus Rc (tl, t2) and

the solution of the form (4.3.4) with v(tl, t 2 ) const. With a slow change

of p~t) , the nucleus of equation (4.2.4) is quasidegenerate and it is natural

to assume that its solution in its form is also similar to degenerate.

Substituting (4.3.2) and (4.3.4) in (4.2.4). we obtain

S,,(t, t, + 14, (1 - .,i'r, (tt,) (t -- 1.)d = -04 ):xm~ 2..,,, (4.3. 5)
S0 ...

We shall now use the assumption made above on the slowness of fluctuations

as compared with the law of modulation of the main signal. In'the case when

the 8ignal is a complex-modulated single sending, this assumption leads to replace-

ment of P(tl - t 2 ) in (4.3.5) by one. The solution of equation (4.3.5) in this

case is constant (see paragraph 4.3.3). If the law of modulation is periodic

or represents a stationary random process, then, by using the slowness of fluct-

uations, it is possible, under the integral, to average /u(t)/2 in time, where-

by in accordance with the utilized normalization (Section 1.2),

r

"Then (4-.3.5) obtains the following form-
r

Not specifying p(t), the solution of (4,365') can be obtained for two

O extreme Cases, when p(t) diminishes during time at (time of correlation), signi-

uicantly less- tian T, and when p(t) practically doe* not change during time T.

4.3.2. Case of Past Fluctuations

At 4C T. by disregarding the extreme effects, it is possible to consider

; the limits of integration in (4.3.51) to infinite and to solve this equation by

th 4isofitgain.n( u



Fourier transform. As a result, we obtain

V (ti It

-~ (4.3.6)

where h

Af - is the effective width of the spectrum signal fluctuations;

S,,(*) - is spectral density of fliuctuations., standardized so that its mnaxi-

mum i~s equal to one.

Substituting (4-.3-4), (4.3.6) in (4.2.5) and using the Parseval theorem,

we havre 00 r
L ~- Y1) ~,3d Q (W~ dt,

0

where Y (w) is the spectrum of the product of observed realization y(t) by

Q(t) is the result of transmission of this product through a filter, the

square of the modulus of frequency response of which is equal to

Optimum procossing of the received signal$ determined by formutlau (4.3.7)..

(4.3.8). consists in multiplication of tho received signal by the expected

*simial it (I - C) tranamission through a filter with frequency response

( {iti. fomution, of the square of the mod,,.lua of output voltage of the filter

and integ'ratio urin tim T

Fig 4.2. Functional lIiagrasn of optimum eyot~em of detection for the case of fast
fluct~uations~ with multiplication by the reference eignal # M - .(t
Co(s IW" Y I '(I . I)1 and filtration at iow rrequeney: 1) phase inve.rter at~ 900;

2)narrow-band filter; 3 ) squzae-law function generator (uoutput a u2 jnputj);
4)integrator during time Tr 5) relv.



The block-diagram, carrying out these operations, iS shown in Fig. 4..

"Heterodyning and transmission through the filter are carried out in this diagram

in two quadrature channels. The output voltages of the filters are raised in the

square and are added, the received sum is integrated by interval of time T and

compared then with the threshold of relay, selected in accordance with the given

probability of false alarm.

In most cases, it is technically more convenient to carry out filtration at

intermediate frequency and to use, for obtaining the square of the modulus

of complex oscillation (square of envelope), a squarelaw detector. In connection

with this, it is desirable to add optimum operations of such form, which would

allow their realization in a similar diagram. We shall displace reference signal

UJ ,- in frequency to a magnitude of some intermediate fre-

quency Wnp, to which the filter is tuned.

The pulse reaction of such a filter will be registered in the form

A()Cos Sut

"where h(t) is the pulse reaction of the filter H,(I*).

The square of the envelope of voltage on the output of the filter is recorded

in the form

"" X(t - t.) cos .IdIY4.

S*. -N(Ij )u, (14-%) )sin I(*, - env t + '(11 -tlX

,3.y replacing the product of cosines and sines by cosines of the sum and

difference, it is simple to be covinced that this expression coincides with

Q,.it(t) i the signal on the input of the mixer y(t) does not contain fro-

quencies, close to iift the input circuits of the rtceiver ensure

suffIcient suppression of image frequency. This condition is usualLy fulfilled,

Wi.



so that both considered versions of the optimum diagram can be considered fully

equivalent. The block-diagram with filtration by intermediate frequency is

shown in Fig. 4.3.

We shall pause briefly on the physical meaning of optimum operations.

Multiplication of the received signal by the expected law of modulation of the

signal from the target ensure- suppression of noise components, not coinciding

in form with the expected law of modulation (in any degree orthogonal to this

law). Subsequent filtration ensures suppression of noise components, not

coinciding with the expected signal in frequency.

*5,'W

Fig. 4.3. Functional diagram of optimum system of detection for the case of
fast fluctuations with filtration on intermediate frequency, (t) =U.(t--)cos
SL(• -~ 1+t-.%$) 1) filter; 2) detector; 3) integrator during
Time T; 4) relay.

This filtration gan be treated also as coherent accumulation of the signa].

during time, comparable in order magnitude with time of correlation of fluctu-

ations, i.e., during the time, for the duration of which the coherence is

mintained. Incoherent post-detector accumulation is carried out in a large

time interval T, in which coherent accumulation is impossible due to fluctuations.

*.•. :• The form of frequency response HIl(,,) and transmission band of filter de-

"pond on the form of the spect rum fluctuationa of the reflected signal and on the

"elat,ion h of power of the signal to the power of noise in the band Ah/. At

symall h the function j/1o,,)• coincides in form with the spectral density
* *of fluctuations, and the filter band with the width of the spectrum of fluctu-

Sationo. If the spectrum of fluctuation3 can, with sufficient accuracy, be approxi-

wrated by a rectangle, then such a coincidence takes place at all h. At other

0/.



So((,,), the filter band is expanded with the increase of h, faster, the slower

So(.) drops with the increase of Io. Thus, at

S. (w)

the effective band of transmission of the filter

.t ,. at

the effective transmission band

hf~~ ~~ hf + .VA~~V?

"For a Gauss spectrum with the same effective band, the b;nd of transmission

. on the level of half power (effentive band cannot be expressed by h in clear form)

* .-•'.is equal to

It is neassw' to note that expansion of the filter band with the growth

or' the signal-to-noise ratio h is justified not only purely by pouer considera-

"tions, which are reduced to the tendency to miss a whole section of the spectrum,

* where spectral density signal fluctuations is greater than spectral density of

noise. In expansion of the filter band along with the increase of transmitted

power, there occurs an increase of the number of independent values of noise,

-unmiarized during subsequent incoherent accumulation* This promotes th? 'ecrease

of relative magnitude of fluctuations of output voltage. A decrease of Lime

of coherent accumulation of signal and signal-to-noise ratio on the output of

the filter limit expansion of the band and ensure the existence of an optimum.

As can be seen from the received results, optimum processing during fas~t



fluctuation depends on the signal-to-noise ratio. This creates definite difficul-

ties, since h usually is unknown. The most expedient for surmounting these

difficulties is to use the minimax approach, considering h in (4.3.8) to be equal

to the least value, with which it is still possible to detect the target with

given probability.

4.3.3. Case of Slow Fluctuations

In the case of slow fluctuations of the reflected signal T or, the

same, <xfrT 1), the solution of equation (4.3.5) is constant

PC
0Nv (t,, t') V .

Here, in accordance with (4.2.5) and (4.3.4)

rL (r.=. i I )'-y()dL (4.3.9)

Optimum processing in this case reduces to multiplication of the received

signal by the expected (u (t - integration during the time of

observation and formation of the square of the modulus of complex oscillation on

output. The block-diagram, carrying out the enumerated operations, is shown in

Fig. 4.4. The diagrwn consists of two quadrature channels, in each of which the

sima%. is nixed with the reference volwage I(t,, ( --. +1 8'-')1 and is integrated

during the time T. The results of integration are squared, added and are comnpared

with the threshold.

If signal u(t) has a finite duration, then multiplication by the expected

U•, signal and integration can be replaced by filtration, considering the factor

U• u(I. wad in (4.3.9) as the pulse reaction of the filter hi(.-t).

Addition of the factor e" does not change the magnitude L(y), since fe'*' j'•|,

and due to the finite duration or tre i•ignl, the beginning of reading of time



Fig. 4.4. Functional diagram of optimum ssteom of detection for the case of slowfluctuations: 1) phase inverter at 90@; 2) integrator during the time T;3) square-law generator; 4) relay.

can be selected in such a manner that u(t)--o at t O.

Here, the optimum filter is physically realized. Conducting the same
"reasonings as on the basis of the diagram of Fig. 4.3 for fast fluctuations, we
can be convinced that filtration in the considered case also can be carried out
on an intermediate frequency, if this frequency is sufficiently high ((0•AIw.

*• where &I, - the width of the spectrum of modulation) and the signal of image

frequency is suppressed in the input circuits of the receiver.

In those cases, when the distance to the detected target is knomp, the
methods of realization of optimum processing with heterodyning and filtration

•* .'. are, in principle, equivalent. However, if, as this usually occurs, the dis-
tance to the target is unknown, than the version with the. filter is more pre.
ferable, since the output of the filter in various moments of time coincides
with the results of optima processing of signals, corresponding to various4et,

distances to the target. In order to separate and compare with the threshold

the signal from the target, located at a determined distance d,, it is neeSeWar7

to gate the output of the optxm filter in the moment t by•a
'4~ 0*:• sufficiently short pulse.

The received signal y(t) represents the sun of the reflected signal and



V'.J

noises
.%'%

y (t) ==vi/"Y Re t,1- t)elh+17 + n (1), (4.3.10)

where E and ? are coefficients, considering the chance of amplitude and phase

of the signal (E4-,r 1).

n(t) is the noise.

On the output of the optimum filter, we obtain
UO,' E t,* V

•..:. u, t) - E e •''- (4 - •)U (1, --1) dtt
• I "

.- a n (t/)t--I)e"+.n(".-",(- (4)3.11)

As can be seen from this formula, the amplitude of useful signal on the

outpuu of the filter is proportional to the function of autocorrelation of the

0 main signal C(Q--. O)=C(I-t)introduced in Chapter 1. The maximwn value o" useful

component on the output or the filter is obtained at t-.

The first component in (4.3.11) may be considered au the reaction of the

optimum system, designed for the rnamnitude of delay of signal t, on the uignal.

with delay t. i.e., on the signal from a target, not coinciding with the detected

"target, in diatance. For good nolection in distance it is necessary that the

-indicateod reaction Is aus small &a.wposible, at 10r, v i~e., that function C01)

* decreases quite quickly with the increase of 11 * Thia function. deteormied,

thus, the resoiving power or the rad& Isn dist••ne..

* For the hits or modulation usua.ly utilize in r4&da4Cxwepeet-

. rather fhort pulae (see 3ootion 1.1), the duration of which in a number of canea

(for exple, for frequenoy a•l pha-e-code 0odu2ation) is manty tines le•s than

* the duration of the main sigvaal. In connettion Vith this, the filters, carrying

out optimum processing of such signals, frequently are called reducing illters*

1•ve- it the frequency of the signal from the targeot is difrent than that
<# expetced (w,+Aw instead of wo,1 then the amplitude of -useful Sitgnl on the

"output of the reducing filter in proportionul to C:.-,, -At). The fastaer



diminishes C(t-T, Ao), with the growth of A1-,. the higher, obviously,

the resolving power ensured by the given main signal according to speed.

Let us consider more specifically, very important for practice, the case of

reception of a group )f periods of a signal.

The form and duration of the group is determined by the form of the diagram

of direction and speed of scanning, We shall consider that the group envelope

does not distort modulation of the reflected signal, i.e., or (if the signal is

continuous) the duration of the group is great in comparison with the period of

modulation, or (if the signal is pulse) the duration of the group is great as

compared with the pulse duration. Then (4.3.9) caw be rewritten in the form

Ii Irttr,4I

where g(t) is the group envelope.

SOptimum processing can be ensured by accumulation of the results of pronese-

ing of separate periods with coetficiente g(QTA. Correlation processi of

every period can be replaced by filtration. PulN ereartion of the coneeponding

optimum filtez' is determined bythe for•ula

J . h,43s every period of modulation is filtered asia separate pulse-in duration.

Swith intr.ýpulae modulation U(4 The output slgal of the filter is gated

ti, womnts•t,+T and the separate short pulses are stored with weiht

gAor.1V,01. It o were to chage the bq .nning of readin of time inAuch

",a otwner that g(t) • 0 at 1>0. then aecufation with weight uy be replaed

by tranamission through the fiLter with pulse reaction s(-l )os os @j, Con-

sequent!, opti•nm processing of the siau2 can be produ ad in this oase Vith

the help of two series filters, taring out intra- ad inter-period processing#,
Olt

4 3'



and a square-law detector.

It is possible to reduce uptimum operations to the same form with a periodic

main signal in the case of fast fluctuations of a reflected signal. Here, the

frequency response of the second filter is determined not by the form of the

group envelope, but by the spectrum of fluctuations and magnitude of the signal-

to-noise ratio in accordance with formula (4.3.8).

4.3.4. Optimum Processing with Arbitrary Af•T

Earlier, we analyzed cases of fast and slow fluctuations of a reflected

signal (large and small values of AIV), By measure of the change ot AfIT,

the optimum operations should, obviously, change from one Q. the considered

~Iwi exlreme cases to another. In order to trace this change and to definitize the

condition of application of the previously used approximations, it is necessary

to solve equation (4.2.5) with arbitrary AIlT, at least for certain particular

cases. In principle, such a solution can be received for an arbitrary fractional-

rational spectral density of fluctuations [60]. Here, the solution of the inte-

*.graL equation reduces to finding Green's function of the linear differential

equation with constant coefficients at determined boundary conditions. No

principal difficulties are presented by this problem; however, for spectral

densities of high order, it is very awkward. Therefore, we, for simplicity,

&@.• will be limited to consideration of spectral density of the form

* corresponding to the exponential function of the correlation of Cluctuatioi's.

Substituting in (4.3.5) the expression for Ipli) by So(a) and appng an

operator to both parts of the equality

o'

W, (--j.

,' "-&



we obtain

442x-'$)d di
- 4A/,2

Considering that

-W

from (4.3.15) we find

•..+ (I h) V 16 + )•, t, a (it,.3.a6

The solution of differential equation (4.3.16) depends on two constanta, deter.

mined by boundary conditions for t(tl, t 2 ) at t2 - 0 and t 2  T. In order tn

find v(tl+ T), we apply an operator to equation (4.3.5)

and then let us a3sume T T. On the strength of the fact that

I + Ign ( 1,J 11 4-l , =0.

where

•!•" Iat it>01

V;+.- •u++"-1 t I <0.

we. obtain the first boundw7 condition

*,, .'2/+
(4'.*4-'4

•+i++10 ei.



Analogously, at t2 0, using operator

1 1~+-24! - 0o,_

we find the second boundary condition

! a
VtY, 0) - • tt),•=0.(.. )

2Af, 01,(4-318)

The same conversions are used for obtaining a differential equation and

boundary conditions in the case of spectral densities of a higher order. Here,

accordingly, is increased the order of utilized differential operators.

The solution of equation (4.3.16) with boundary conditions (4.3.17),

(4.3.18) is recorded in the form

+ hch2afc I +hT-t1)±

+(i/'4:-h 4-. 010 -241,-• ch 2A -To 1• u,--) to :
--(,V Io+'• I) (4.3.19)

whore

In principle, optimum procesaing of a signal, determined by formulas

(4.3.19) and (4.3.4), can bc realized in the diagrams given in Fig. 4.1. Filtra-

t4ion in this cseo, as in that earlier considered, can be carried out on an inter-

mediate frequency. The demodulated signal of intermediate frequency should be

pas3sed through a filter with pulse reaction v(tl, t) coo w (tl - t) and move

to the phase detect-or together with the aignal from the input of the filter.

The output voltage of the phase detector should be integrated during the time

of obtervation T. The filter of the optima system of signal prooeestng has,

as can be seen from (4.3,19), parameters variable in time. In connection vith



this, during its technical. solution, there can appear a difficulty, ,iigtii:'l.; ,t, ly

greater, than iLn the reaiization of a filter) designed for fast fluctua~tion.

Therefore, essential interest is presented by the manifestation of conditions,

with which optimum processing, determined by formula (4.3.19), is close (in

form or in effectiveness) to one of the earlier considered extreme cases. Here,

we are limited to a comparison by form, having left the comparison by effective-

ness to the following paragraph, devoted to the investigation of the character-

istics of detection.

The first component in (4.3.19) coincides with e',(tl, t 2 ) during fast

fluctuation. In order to explain the distinction of optimum processing at

"" the considered value of Al, T and processing during fast fluctuation, it is

necessary to estimate the order of magnitudes of the remaining components.

The third component diminishes with the growth of AfcT at any A61T not

slower, than , - This decrease occurs faster, the greater the signal-

to-noise ratio h, but even at h <! , this component may be disregarded, start-

ing from AhT z I to 2.

,,: second component in (4.3.19) slightly dependa on. A/I at tj, t 2, near

to the ends of interval (0, T). However, by measure of removal from the ends,

this member also diminishes faster, the greater the " ' " '., To

direrird this component means that we allow nonoptimalness of signal processing

. on some part of the interval of observation. If one were to allow that this

parit constitutes 20% of the interval of observation, then at h t I it i.

pous~ible to disregard the considered component in (4.3.19), starting from Al

and at. ht a , tarting from Aij,= 5.

At snfll .1fr , function v(ti, t 2 ) hard.L ohangee in the interval of

b"oherva•lon and can be replaced by a conetant at values of A,', not exceed-.

.'in, in order of gnitude to ot

* "The formulated conditions, in the observance of which Ure near to -optimut,



the received above methods of processing fast and slowly fluctuating signals,

can be significantly weakened, if one were to compare the considered methods

of processing a signal by effectiveness. Such a comparison will be made in

the following paragraph.

4.4. Characteristics of Detection of a Signal on A Noise Background

4.4.1. Case of Fast Fluctuations

As already was noted, the general relationships in Section 4.2, with the

help of which is determined the form of the characteristics of detection, can

be used also when the method of signal processing differs from optimum. In

coherent processing of a received signal, these differences, basically, reduce to

the difference of the reference signal and frequency response of the filter

from the optimum, considered in the preceding paragraph. Here, let us consider

the characteristics of detection with arbitrary reference signal and character-

istico of the filter. The received results allow to determine not only the

effectiveness of the optimum system, but also the degree of lowering of effec-

,iveness, due to the withdrawal from the optimum method of processing.

If processing of signal y(t) ia carried out by the eyatem consisting of

mixer, filter, square-law detector, accumulator, and relay, then the signal on

the input ofý'the relay is determined by the formula

• " 'o . l~I.-Nv dt J h(t -- t,) Z.(I ,-ily(IjW"ýt'dtt,

(4.441)

where Z(t) is the reference signal, equal, at optimum processing, to u(t);

h(t) is the pulse reaetion of the filter,

Coefficient is added for similarity of this expression to the result

of optimum processing (4.3.7).

For simplification of notatio,•, we consider the case, when filtration io

produced -t low frequency, flesignating the low-frequency component of the-

•-"* y * •, ,..



-- product 7Y ( )1I)e,, by f(t), we can rewr.itLu ( , )

•'?<':"r r

L (y)- v•, t.) f!(t.) f' I(,) dtdt,(

(t1, It) It (I - 4--) h'I --1,) di *. J Httw2, , "V'ud
0I 2 so (4•.2)

1 Upon transition from (4.4.1) to (4.4.1') we replaced the upper limit in the inner

integr~il in (4.4.1) by T. which is allowed due to the proposed physical realiza-

.f4 the filter (h(t) = 0 at t < 0). The last approximate equality in (4.4.2)

,•i '., u�wider the condition that AfT I> I. where At,.,- is the effective

width of the transmission band of the filter.

*•• The received expression for L(y) coincides with (4.2.5'), arid for finding

.' .'hp ,,terintic function of this magnitude it is possible to use rel-, ion-

Vhip• (,.2.6') -- (4.2.8'). For the function of correlation r(t, t 2 ) in these

relationnhips, we have

4 1 (l'. X ) (t/ ,)Y, -toI) +. Z (-,

U; w,1" Fmnction v(tj, t 2 ) changes slowly as compared with the 2aws ei' ii"u-

:.1.1%i, kst riuerunce ,il main sigials. Therefore, in (4.4•1.), f(t) ýnay be ue ,eod

-Ii . '.ve.'o,-ptng this Amntion by time in an intervai, Lo'• ein+ eor

r " the modulation, and at the same time sufficiently uma.l, uo thAt

S.•.(t 1, t 2 ), and 4lo0 random amplitudes and phar,, n"f rokoIeclt, )gn•i'

i. in i this interval, be considered constant. Here, the function of corrulu-

. i..9 •oo to averaged in time. Considering Z(t) to be normua.LizLed

Just. as u(t), we have

r _ r i. t ' rC, (1 -1 ,)I`p (it t- 604t,- t). (4.4.4)

,Ile



where, in the case of a single sending,

CS "' f z (t-

-.. c(4.4.5)

and in the case of a signal of unlimited duration

: , C , ( ',, -Z (t) u * (T (4.4.5')

Substituting (4.4.4) in 4.2.8') and (4.2.7'), we obtain the following equation

for function G(tl, t 2 ; .):

G (1.') o (t', 1 ,) 1 tjdt = t,,;) t IC, (, - ,) I' X

0

"X (I t')1()', 1) d'. (4.4i6)

F...- (4.4,.6)

For the considered case of fast fluctuations of the reflected signal

- (asswmnir that AXf.bT> 1. and using (4.4,2). we can find the solution of

equation (4.4.6), converting both its parts by Fourier tI - t 2 and disregarding

the fringe nffects. As the result of substitution of this solution in (4.2.6')

we have

Wv Wii CxP I (I ijyt (i'wl aX

(I + h• I Q% S,,- •j (w)) I do, . .7)

(4.4.7)

* The expivacsion of the characteristic function for the case, when the signal

from the target is absent, is determined from (4.4.7) at Pa-O This formula

can be used also for detemiwation of the characteristics of the optimu system,

Here, 11(i(,,) iu replaced by the frequency response of the optimum filter (4.3.8).

P=ro (4,.4.7), we oan easily find the emi-dinvariants of distribution

4,4
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p(L

'..X,==(v1)-LS 2 1(1H I"[ I+h JC, (I' 'S. (w)Ivdw.

As it is known [181., x, coincides with the mean value of random variable,

-- with dispersion, and relations X 32  are equal to the asymmetry

coefficients and excess of the considered distributive law. B3y measure of increase

of T, relations y, and y.,~ as it is easy to see, diminish, which confirms the

approximation of the considered distributive law to normal, for which y,=y2=--o.

In normal distribution, the probability that magnitude L exceeds the level of

operation of relay c (probability of detection), is determined by the formula

P P(L c) D~-~ 2x$dL

where by O(r) is designated the integral of probability.

Considering h =0 in formulas for xi and X2, we can obtain an analo-

gous expre3sion for the probability of false alarms and excluding from these

expressions the magnitude of threshold,, we can find the equation of the charac-

A teristics of detection

• ,'* '

~ (4.4.10)

where by xi is designated the acinc ivariant x, in the absence of a signal

from the target, and byr e( the function, inverse to tth(yer

For a more precise definition of magnitudes of probabilities D and FO

corresponding to normal distributive law p(L)m it is Possible to use the Edge-o

worth 3eries (46]

2 L~c• -~ ue , (. )
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. *•. whereby 1,")(x) is designated the ith derivative of the integral of probability.

The considered approximations are correct only at large values of products of

A/,.T and AfT. where the less the probability of false alarm and target

miss, the slower the probabilities converge to the magnitudes, determined by

normal approximation. To receive an expression for distribution, corresponding

to the characteristic function (4.4.7), not using the normal approximation and

not. resorting to specific approximations of frequency response of the filter

and spectral density, is impossible. If one were to assume that S0 )((., it is

possible to approximate a P-shaped curve, having width 2.(Af,., and that the

filter is coordinated with the spectrmn of fluctuations (Vt(i..)) also will

be approximated by a P-shaped curve, having width 2.-A.), then (4.4.7) will

be converted to the form

in 0 + It I C,(4.4.12)

With integral NfjT , the distributive law, corresponding to the character-

istic function (4.4.12), coincides with the chi-square by distribution with

22\f, 7' deprees of freedom. Such coincidence is connected with 'he fact that

in the considered case, on the 8trength of the known theorem of V. A. Kotel'nikov

[36J, the process on tohe output of the filter is determined by its discrete

rn eaninps, distant frow each other by *i- where at right-angle spectral

density these values are statistically independent. Furthermore, the narrow-

,band rzndom proceas hau two independent quadrature components [17), so that the

".inal in interval (01 T) has 21.4' statistically independent coordinates,-

dist.ributed by normal law. As the result of quadratic detection and Integration

will be formed the aum of squares of the values of all these coordinates, which

is subordinated, as ia known (46), to chi-square distribution. For probabili-

ties 1• and F, we obtain the following expressions:

0 \.

I~zv Kii /':: At•,,r (C). (4.,.13)



where c is the magnitude of threshold, and

K"',i (C)= X• -2 dx.
, 22 r<:, (4l.4-14)

The dependence of Km(c) can be obtained, using the tables of integral law

of chi-square of distribution or incomplete gamma-function [61], by which is

expressed Km(c):

K. (c) = I . •
r~j

For facilitating the calculations by the for'mulas (4.4.13) in Fig. 4.5 and

4 .6 are shown graphs of inverse function c K-1 (p) for various m. Here, on

Sthe axis of ordinates for convenience is the magnitude - remaining

finite at m,.ec,

In Fig. 4.5, on the axis of abscissas is log p. This graph is convenient

to use for the determination of threshold, corresponding to some value of pro-

babllity of false ala*. In Fig. 4.6, on the axis of abscissas is log(l - p),

due to which a section of the curve will straetch, where Pal.
f-11

,..",4 , . . . . ..

Fig* 4A.5 D~. ependence of onp-t c1

4,,,.. ,, ,



This graph is convenient for the determination of probability of correct detec-

tion or threshold signal-to-noise ratio*, corresponding to the given probability

of correct detection. As can, be seen from the graphs, at A~fT>3 to 5 , the

change of AUCT by one leads to a comparatively small change of 'K2ar (P),

so that at fractional values of Af[T>3 , this magnitude can, without appreci-

able errors, be replaced by the nearest integer and chi-square distribution may

- .be used.

iP

c-2l

t 1 ..... I ...

1 Fig, 4.6. Dependence of con p at I-P.

,Excluding from (4.4.1.3) the magnitude of threshold c, we obtain the follow-

ing equation for the characteristics of detection:

hence, in partioul-ar, can be t'ound the magnitude of threshold aignal-to-noise

.ratiu, requirted (for gutrwntee of definito probabilities of F and ri. At .,hI

, (/.) --'2 V'atg*+ ' P)

'4*.* *The threshold signal-to-noise ratio originally was called the maignitude of
t-his ratio, with which starts the fast growth of the probability of d"tection.
(Ir'dually, by measure of appearance in theories of detection of strict quantita-
tivo methods, in this concoptlon there were oromewhat different mewijngo: The
threshold relation aig•na -to-interference ratio was called the value of this
relat. ion, Vith which is attained a definite probability of correct detection '.it a
given probability of fale alarni. In auch meaning thia term will also be used in
this book.

44 4.44 1 i-,. * ' .. '. +* , ,4 4 *4,*. *. 4,, .



and from (4.4.15) we have

YYI; - 0 (D)(4.4.16)

The error, allowed in the use of normal approximation4 one can determine, by

comparing the graphs in Fig. 4.5 and 4.6 at the considered value of m and at

m=oo. The received relationships together with the results of Section 4.4.2

will be used later in the analysis of the influence of main factors, deter-

mining the threshold value of the signal-to-noise ratio.

4.4.2. Case of Slow Fluctuations. Dependence of Threshold
Signal on Width of Spectrum of Fluctuations

0'' The characteristic function IV(,) for this case also can be received with

*'•,.. the help of equation (4.4.6), where at optimum accumulation of signal u (tl, t 2 ) •'

Solution of equation (4.4.6) is constant

a(ti, t,; ,1)= --_- d n + q, '
Sdl

by substituting in (4.2.6') and producing all necessary calculations, for pro-

babilities of false alarm and correct detection, we have

4=e", - (4.4.17)

where q.hAJ.?, T the ratio of energy of the signal to the one-way

* spectral density of noise (in the case of single sending T is the effective

duration of sending, see Section 1.2).

For a slowly fluctuating signal, the use of optimum processing clashes with

* difficulties, connected with the creation of nto gLatoP.- tur'lnng tht tim" of

"observation or narrow-band filters with a band, approximately equal to * In
T

practice, the very frequently obtained transmiasion band of the filter signifi-

cwitly exceeds the coordinated ones which certainly is indicated by the chsraoter-

istics of detections, which also can be found, proceeding from equation (4.4.6).

Without a signal from the targetp this equation, as in the case of fast AtU&-a

"°'-" .22



t.ions, may be solved by a Fourier transform. Obtained as the result of the

solution, the expression for the characteristic function should, obviously,

coincide with (4.4.7), if h in this formula i&F equal -to zero. Solution of

equation (4.4.6) in the presence of a signal from the target can be found in

the form of the sum. of the solution of the equation without a signal and some

function of parameter X. not depending on t , t 2 . The corresponding expression

"for characteristic function at H(O) 1 has the form

-...................--- --- In (~~I Hhf.....i-J,:"210

At A I the d:istribution for L without a signal from the target
can approximately be replaced by normal distribution. Then, if l--D I and

:-I, then the equation of characte-istics of detection ha, the form

where

With not. very htrge a•T ' convenlient :appro.x•i.tion for the oharacteribtic,

0 , 'F !eteC(,onl Cal be obtaifned, i i one were to con•:tider the wnplitudeo.frec,,fene

.. ,r'•:;,,o ut' the l. iter to be right-ang!e. Then

Q
"4 ... • (I' •"] .. hi + (¶I .' •,t ,•c

It' tf.here .i1oi no t.a-ire'. U.,-- u), then t:e ch, 01racterit. ic fNnot'ion (4. 4".A

corre,•posnd to chl- quarE diotribution wit,!, '2"\tT degreos of fteedom,. It

there is a atrpet, then the dititributive DAw io obtained in the forel of convoiution

6f chi-sqwire distrlbution vith '\I T degreev of froodo'. Wid e.sonml

'I; di q t' r 1t ht Io n
". . , ,[ .... *9.

.,% i+. ',, ?;• •.'", •.

v,.'.'C ,•'I :4

9.. . . . . . . . .. .. . .. . . . _ . . . . . . - . . . . . . . . . . . . _ : •



Substituting this convolution in the expression for probability of correct

detection and producing partial integration, we obtain, at F < 1 - D, an approxi-

mate equation of characteristics of detection in the form

( + q, I(F )2(4 - I) I
D~-exp - (4.4.21)

This formula also preserves its meaning at AfTjz I. i.e., in the case,

when the filter band is coordinated with the time of observation. In this case

(4.•4.21) changes into (4.4.17). At afTr-je, (4.4.21) changes into (4.4.19).

Obtained in paragraph 4.4.1 and 4,4.2, the formulae allow to investigate the

dependence of threshold signal-to-noise ratio on the- form of reference signal,

the transmission band of the filter and width of the spectrum of fluctuations

of the reflected signal. Here we will be limited to the consideration of the

latter from the shown dependencies, assuming that the signal is aubjected in

"the receiver to optimum processing IC,(r--T,)tM 11-) and by approximating the

S spectral density of fluctuations of the reflected signl by 4 P-ahalmd curve,

. In this case, at AfcT 1 I, from (4•4.17) we have

The last uallty in .formula (4#4.22 is correctt at = .(1,,)) 'i I -" .

+{"* V .• 1 (theoe conditions with protically inteetio g vulue of. V andi F a u'd

are execut~ed). At Ala th thohl Wautd rAnc ib deti" ro

AS141, ... Ater

*t . v . . ." .Qu~ w~

SI •,,m (4..423)

Using. foremulae A4.4.22)i (4.4.2), it is possible to cunstruct graphs ot

the deptndence of the threshold Mealdog of the td4 ise ratio (, rog

the prodiuct of Afe at varioua V aad D.O
%.• *a

,a'.,
•A' < ""

+I ,+•" • " " ++ +`a;
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Fig. 4.7. Dependence of threshold signal-to-noise ratio

on width of spectrum of signal fluctuations.
Such a dependence is shown in Fig. 4.7 at F =1-. At D>O.5, the func-ion

qo(AfcT) has a minimum at AfcT-4[(t-'(D)]2+I which is the result of the influ-

ence of two factors, each of which separately leads to a decrease of the thres-

hold signal-to-noise ratio, simultaneously weakening the influence of the other

I'act.or. These factors are the coherence of the stored signal and decrease of

relative magnitude of fluctuation of the stored signal with the increase of nur•o..-

of statistically stored independent values of reflected signal.

In the construction of graphs in Fig. 4.7, a section of the curves, on

which the conditions of the derivation of formulas (4.4.22) and (4.4.23) are

not. executed, is received by interpolation. An accurate calculation of the

characteristics of detection in this section is connected with essential mathe-

matical difficulties. At the same time, the width of this section is small:

. starting with AfT;-3, for the solution of equations, determining the form

of optimum processing and characteristics of detection, Fourier transform can

he used (see paragraph 4.3.•4). The results, received for right-angle spectral

- density S,(,). can be used as approximate also for other approximations of spectral

.- - 1



density.

4.4.3. Dependence of Threshold Signal-to-Noise Ratio on the
Law of Modulation of Reference Signal and

Characteristics of a Reducing Filter

The magnitude of the threshold signal-to-noise ratio, corresponding to

given probabilities of miss and false alarm, essentially depends on how much

the reference signal of the receiver (pulse reaction of reducing filter) differs

from optimum. From the above-obtained formulae, it is clear that the threshold

signal-to-noise ratio changes rsciprocaliy to the square of the modulus of the

function of mutual correlation of modulations of the reference and reflected

s5gnals C,(r-t), Thus, from the viewpoint of increase of range of radar

from the reference signal it is required that for it the function 'C(t -I)"

hardly differs from one. Hence, for every given form of modulation one can

determine the specific requirements of accuracy of coincidence of paraxmters

of reference and main signals, and with the use of filtration - the accuracy

of coincidence of pulse reaction of the filter witW the time-converted-law of

modulatioji. of -the main s.±gnal*. As examples, let us conideidr the us3ual. pulue

signal and continuous 3ign1al with 'frequency modulation accord.ing to the law or.

symmetric sawu' : .* :

In the firata eseo, we shall eonsider that the pulseduration~ of the rerer-
, nce siAtml differs from the d-atio, of ta&tnB puase•,"and th.) pulJoz thEoiwelves

will be considered to be rectangular, ite.,

At v. •,, from. (4.4.5) we obttain

- tus, in the considored cse, the threishold ratiioe rato -is increaiod

\* .a.
Y<,

• *~4.>•t '
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S.... 4V' in proportional to the greater of ratios - and ---

In the case of frequency modulation, let us assume that the deviation of

frequency of reference signal 2w' differs from the deviation of frequency of

main signal 2(j,,. Here, (see Section 1.2)

"and IC,(0)1z=

'. . ~ ~ Cos (o,-W") t (I_ ()it 1 0,3 (Af, 4 ir),

where Af,, is the difference of madimum deviations of frequencies of reference

and main signals.

The last equality in this formula is correct under the condition that

r.f,, If one were to assume that a decrease of 'C',(0) by 30% is

permissible, then the permissible difference of deviations is determined from

the condition Af[,,,T. I.

VWe considered the question of required accuracy of coincidence of the law

of mdultionof el'erence signal and pulse reaction of reducing itrwt h

law of modulation of tho imin signal. In the case of a signal of the complex-

modulated sinple sending type, the received result is exhaueting, and all po•si-

blo tool errors are doucribed by the function ICI(x)12. However, for c(ases

of periodic ai nal or simil with statirnoxy noise modulation, an essential

vrote is played also by tho time stability of ths shown oharacteri tics. An

..ecurnte calculation of the characteristics of det"Oction, taking into account

,tihe instabiit., of the reference tsignal is a rather awkward problem. Therofre,

we will be limited here to an approxtmate estiwato of the influence of these

instabilities for the mut wide-spread caae of periodic signal.

In the case of periodte modulation, the apectrum of useful signal on the

output of the mixer (Pig. Z,.3) or reducing filter is lined. The width of each

A ,,
4;•T , ""'b "



spectral line is determined by the time of observation and the width of the

spectrum of fluctuations of the reflected signal. In subsequent narrow-band

filtration the lines of this spectrum will be separated, located near the carrier

* frequency.

The presence of instabilities of the generator of reference signal or reduc-

ing filter, leads to additional expansion of the spectral lines and to a decrease

of amplitudes of the separated frequency components. The first of these effects

can lead to the fact that part of the power will not occur in the narrow-band

Um filter and, consequently, the signal-to-noise ratio will decrease on the output

of the filter and the threshold signal-to-noise ratio will be increased. The

* second effect also leods to impairment of the signal-to-noise ratio on the input

of the relay. Its influence may be characterized by introducing some equivalent

average level of function IC1(--T,)i 2  in the formulas of paragraph 4.4.1 and

4.4.2. The total increase of the threshold signal-to-noise ratio, due to insta-

bility of the reference signal, and noncoincidence of it with the main signal,

is determ~ied approximately by the following formula:

qQ, T- I( I p(4.4.24)

where A is expansion of spectral lines due to instability;

•.Af is the band-width of the filter;

qo is the threshold signal-to-noise.ratio without calculation of

instability.

If -.--. A/, <i then thia ratio in formula (4.4.24) is replaced by one.

In those caes, when processing of the received signal is produced with the

help of reducing filter, for singling out a signal from a target, at a deter-

mined distance, it is necessary to separate the instantaneous value of output

voltage of the filter in the appropriate moment of time. This operation is

produced with the help of gating of the output of the filter with a narrow gate.

-. V



We shall see how the duration of the gate influences the magnitude of the threshold

signal. For this purpose, we can use the results of paragraph 4.4.1 and 4.4.2,

where reference sigi.-l Z(t) with a rectangular gate is recorded in the form

i' •::.,, ,• ,

2

Z(t)=. u (t-x).dx, (4.4,.2 ,)
A] S

2

where

A s. -,. -C T C (t) d r.
'C, p'

*}!I Substituting Z(t) in expression (4.4.5) for C,(,-, 1 ). we obtain

ICP
2.":.,C, (% -- %') = "-"L C +•- x) dx.rA A (4.4.26)

If the duration of the gate significantly exceeds the width Av of the main

maximum of function C (c), then

:'=:" I ~C. (0)1 : ., (4.4 .27)

The relationship obtained here can be used in the working out of require-

ments for developed generators of reference signals, reducing filters and mecha-

nisma, carrying out gating of output voltage of a filter, and also in the quantita-

tive estimate of the lafluence of the tool errors inherent to these 1echanismso.

In the future, for aimplification of calculation, we shall consider that these

erroru are absent.

4.44.4. ipendance of Threshold Signal-to-Noise Ratio on the Width of
the Transmission Bfnd of the Filter

As already was noted, usually the tranumission band of the filter, carrying

out coherent. accunulation of the received signal, cannot be made narrow enough

" for matching with the tize observation or (in the case of fast fluctuatiorns of

reflected signal) with the width of the speotrum of fluctuations. In connection

wit'it t~hiss an essential Interest is presented by the question of how the



magnitude of the threshold signal-to-noise ratio is influenced by expansion of

the filter band and deviation of form of its frequency response from optimum.

It is possible to consider this question also with the help of results of
A •

paragraph 4.4.1 and 4.4.2.

We shall start from the case of slow fluctuations of reflected signal. With

a rectangular frequency response of the filter, the threshold signal-to-noise

ratio is determined from (4.4.21)

KTAfo(F)-2 (Af, T - 1)

21n+ -L (4.4.28)

For practically interesting practice values of D and F, the relation q0  is

usually great as compared with one, which, in connection with this, may be

disregarded. Here, for the relation I' of threshold values of qo in the case

of a filter with expanded band and filter with A •-4 , we obtain

2 In (4.4.29)

The dependence of r on AfT at various F is shown in Fig. 4.8. As can be

"aeen from the figure, r is increased with a growth slower, the smaller F. At

-AT > 1j, it is possible to use an approximate forlaula for r

whereby this formula can be derived without aWy asuumptions about the frequency

restxnse form. Prom the presented relationshipa, it is clea, that the threshold

value of qo iz increa,ed upon expansion of the filter band slowly, so that

7% selection of this parameter of the receiving mechanism is slightly critical.
W,• To analogous conclusions leads the consideration of Lhe dependence of q0 (•sT)

during fast fluctuation, when distribution of voltage on the input of the relay

*~ý 44 .
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Fig. 4.8. Dependence of relation r on the width of th'e
transmission band of the filter for the case of slow
fluctuations.

may be considered normal, Considering Atel' Mo. from (4.4.8) we obtain

(4.4-30)

where u is the coefficient of proportionality, depending on the form of frequency

response. For the rectangular characteristic of the filter u 1, for UWC-filter

u 0.5,, ror the Gaussian characteristic of the filter a ý 0.7.

ouhstiltuting (4.4.30) in (4.4.)10) and considering XJý4XSU04), we

obtai1n

from which it is clear that during fast fluctuation q. also grown approximately

S.in proportion to It is possible to show by means of completely

analogous calculations that at A# jo the relation of qo changes as

With intermediate values of ~*,the dependence of q.A 4 ) is obtained

moro complicated.

As wi example, lot us conoider the caas of exponential funct~ion of the

C. ~' V



correlation p (t) e-- 1t . Here,

x

-oau" X,--1 I + 2h ' + x h,(~ r+

t'.;.:.:-•~ ~ 2,, 0, +,, X htt.), (I- +•- .],

where

In Fig. 4.9 is shown the dependence of qo(X), calculated by the formula

(4.4.10) with the use of expressions found for x, at D = 0.9, F = 10-4, AfVT 20.

In the same figure, for comparison, the dotted line shows the same dependence,
V'. calculated by approximate formula (4.4.31).

From comparison of curves it is clear that the law

where is the magnitude of threshold signal-to-noise ratio with coordinated

filter, is observed quite well.

From the received relationships it is clear that selection of the filter
band comparatively small influences the quality of detection.

1*. -.. II~
u, .'. 9// -
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Pig. 4.9. Dependence of threshold signal-to-noise ratio on the width
of transmission band of filter for the case of fast fluctuations.

It follows from this that the dependence of the transmission band of the optima

- AN



filter on the signal-to-noise ratio h may not add a large value, in replacing

h by its minimum value. In exactly the same way, the form of frequency response

of the filter is essentially small. These facts show that the reliability of

detection, near to that potentially possible, can be ensured by rather simple

technical means.

4.5. Multichannel Systems of Detection

In accordance with the order of the account, outlined in the end of Chapter

3, we recently considered the problem of detection of a target, the distance

and speed of which are known.

If, however, the distance to the target and its speed are unknown, then

during the time of existence of a signal from targets, located in a given direc-

tion, it is necessary to have some method of inspection of all a priori possible

distances and frequencies. This is possible to do, either by using a multichannel

syst.em, covering the conbidered range of delays and frequencies, or by carrying

out, search in distance and speed with the help of one channel, or by using a

combination of these methods. The multichannel system, in which is produced

a comparison with the threshold of relations of verisimilitude, corresponding

to all possible distances and speeds, is equivalent, as is shown under very

..:. general conditions in Chapter 3, to an optimum target detection system with

.unknown parameters. A system with search gives, as shows the later Introduced

discussions, an essential loss in the free-space ratgen as 8compared with such

"a nu) tichannel system.

Inasmuch as the total time TO of exauination of the given direction during

the usually utilized uniform survey by angles is limited, the introduction of

search is inevitably connected with reduction of time T, expended in examination

of every diotnce and frequency, in a number of times, equal to the product of
relations of width of rangeo, examined in the process of search by distance Wid

by speed, to the width of ragges, examined simultaneously. Reduction of time T

4k,4
.+. ., . . . . . . . ..,4 . ., .
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entails a fast increase of the threshold signal-to-noise ratio: during slow

* fluctuation -NfT<< 1) , the threshold value of power of reflected signal grows

with the decrease of T, as - , and during fast fluctuation - approximately as
"T

In actual conditions, the number of examined elements of solution by

distance and speed can reach many thousand. Therefore, the use of multichannel

processing in the contemporary radar sets is inevitable. Optimum and quasioptimum

methods of construction of one channel of detection were considered above. Here

we will be occupied with questions of combination of separate chamnels in a

nmultichannel system and the possible methods of simplification of these systems.

With the multichannel processing of a signal, the number of utilized chan-

nels is determined by the width of examined ranges of Doppler frequencies and

delays, and also the permissible detuning of channels by these parameters. This

permissible detuning, in turn, depends on the interval of distance, covered

"by every channel separately, i.e., on the resolving power of the radar by these

parameters.

Let us consider this dependence for the case of channels, detuned by speed

(Doppler frequency). The channels in this case are narrow-band filters detuned

in frequency. The level, on which frequency responses of the filters are

*..',. covered, should be selected, proceeding from the permissible decrease of proba-

bility of detection of the signal, the frequency of which is found on the joint

between channels. The probability D2 of exceeding the level of operation at

least in one of the channels is somewhat larger, than the probability of exceed-

ing the threshold in one channel with the same value of detunbig of frequenzy

of the uignal relative to average frequency of the filter. Thio increase occurs

due to the incomplete correlation of noises in neighboring filters. To produce

calculation of probability D2 in the general case, taking into account signal

fluctuations during the time of observation and possible post-defector accumula-

tion is impossible. Let us consider a more particular case, when the output of

,i'" .t



day:

the detector is directly compared with the threshold, and the signal during the

time of observation is not fluctuating. In the presence of post-detector

accumula!.ion and fluctuations, the character of the dependencies, apparently,

will not change.

Probability D2 in the considered case is recorded in the form

I1 cc

where p(ri; r 2 ) is the joint distribution of envelope squares in channels;

c is the threshold of operation.

Joint distribution of envelope squares has the form (2.4.44)

p(r, r1)- e 1o (4.5.2)R1 ! 1 (j -
...... Rh U~~~ - 0D\R( - '

9 "where

P ~ + 1  (iw) j; o, d
,:.'.+ q~' ;(4-5.-.4)

PCq" is the signal-to-noise ratio in the filter band Afb;

H (im) is the frequency response of the f'ilter;

401 ja detuning.

Formula (4.5•4) zray be simplified, if one were to consider the phase resrx)nse

of tho t'ilter within limits of the transmission band to be linear. Then *(q,) is

* repllaced by IH(w)[. For calculation (4.5.1), it is convenient to use decom-

position (i4 .5.2) b; Laguerre polynomials [171. As a result, we receive

D D'2e- .0.: e "... (.5

At. any O<p<i , the eerie- in (4.5.5) converges rather quickly and can

be trsed for practical eaLculatIons. in Fig. 4.10 ia the dependence of D), on

a on

," ., ,, ... ", " "", -. ," ","- *' .. ...- "' "~ "* : - <% :9>'t', '",'.',v ,'. , ,c.' ,"•, *,,",,','; .,

,* *~ *~t ' a 'a., ' p ~ <~ ~ b 2
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-A - 2n for D1 D2 (0) 0.9 with two approximations of frequency response

of the filter: Gaussian (solid curve) and in the form of two series connected

RLC-filters (dotted curve). The considered dependence, as is simple to be

convinced of, hardly differs from that calculated upon disregarding the weaken-

ing of the dependence between noises in channels aetuned in frequency. This

is connected with the fact that at 1 - D2 1, the relation ql 1 and with

the change of correlation of noises in channels [first component in (4.5.4)]

P changes little. Due to this, the decrease of probability of detection of a

target on the joint of the two filters practically completely is determined by

the level of intersection of frequency responses. The threshold signal is in-

creased by approximately times,

rj
,,- -•

48

4\- 
-,

Fig. 4ý.10. Dependence of probability of correct detection
on detuning of channels by frequency.

S• Fly deaigning a permissible decrease of probability of correct detection of

farget on the joint between channels, one can determine the pertrdsible magni-

tiude of detuning and the nutuber of oharmels necessw-ry for covering the given

In a sinmilar manner is solved the problem of selection or a number of-

charnels in dist-.ce. Here ll-,,) in the received d'*vo fomrulao is replaced

elk.-. '.44.



by C0 (r). We can also formulate and solve an inverse problem: on the selection

of the range covered by one channel, with a given width of a priori interval

and given number of channels. Such a selection can be made, for example, proceed-

ing from the requirement of maximum probability of detection, averaged by a

priori interval. However, the practical value of such a problem is comparatively

small.

In radar sets, possessing resolving power in distance and speed, the use

.9.- of multichannel processing in a clear form, when each pair of values of distance

and speed, selected in accordance with permissible detuning, corresponds to a

separate channel (Fig. 4.2--4.4), connected with excessive compli:ation of' the

; receiving mechanism. Therefore, a great practical interest has the search for

* methods of simplification of a system of detection by means of unification of

some part. of' the functional elements of various charnels, the change of t.he

law of modulation in the process of work of the radar, etc. Of course, the

que' aon of the use of that or another method of construction should be solved

in every specific case separately, taking into account the specific require-

ments of t.he riven radar set and state of technolory at the t:.9e of, its deveo"-

vmenýt. Here will be considered only the princ'ipal poszibilities of reduction 4

the nuwber of' channels and combination of their elements.

¾',. First. of all, simplification is ossiblo due to replacemont of the cou-rr*•e1t

nethod of procesaing by filtration. flere, one re&.ducing filter oan be lseid for

" r distances and for the interval of frequencies,. in which function 'C(fl 91
.%%i

hqrdiy differs front one. In the Iajority of practic•l, aoM@5 ; periodic sl.sb.ai

"*o • used. Here, onst ',ntra-poriti redwing fItey can be uvsed Cor all d itancoo
.. fd Alt ftrqueticieo, for which !0, QC i clone to one00

In pracatie, the width in frequnoy of the ,twn mtaximum of thin tunctio,4

.of indf!ýnteneno uoualty ccis•derjably exceeds the width of the a prije'i intoeval

of Dopplor frnqUcnlCve,5. in this cadoe. 'mw rdtdettn filter -vn be utod for o cn0 vs- -

ep.correspondinp b jtir ot m
4 oI
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system of detection has the form, shovn in Fig. 4.11. The signal from the output

of the reducing filter by means of gating is distributed between channels in

distance, in each of which is a block of filters, carrying out selection of targets

by speed. If one shortening filter does not cover the entire range of Doppler

frequencies, it is possible to use the totality of several systems of such form.

Another possibility of combination of functional elements of separate

channels with a periodic signal is connected with the use of storing mechanisms

, of the potentialoscope or delay line type with feedback.

I A.

'"ig, 4,.11. Fkunctiona, diagram of multichannel system of dete-tion with
reducinr filter: 1) reducing filter-; 2) gating wplifier; 3) block of

filtere, detector amd integrators (in the case of fa•st. luctuation);
4) rel• block.

H. re, lhe signal from the output of the reducing filtor (otr totality of rdi •ng

-"ilter., it' the rangy of Doppler Crequnoies is very wi" tI-. ttxeC th

•'":i.::• ~~ ~ ~ p W., tI•tul ~ t •ne~it .eun y on ono.b f, reiquh thc helv of

*isignaLu from heverodyneo, froq akey.ttd, whereyon ic rtanywl

*separattd two quAdrature compontents (Pig. 4.12). Terecoived oteque-wus of

*1 ow-f-requency pwlses' a"e coherenly StoreC &rter which, tum=At ior ofO the 6quarot

of uaraurt mpnetswil orta zan envelope srqu"Itr Thtmn, If fhi i I neeeus-

SOut pil•vl

S ryincoherenit -cwulat ion f the Agal owl be pr4duc. ae or

otvt*R Chsumnel is fed lo the rt~lAy. The c0eflt of 4ot 14a L ~Qn 0.f tho relay in1dicated,

be gti 4~Of'dely o th abvdandthle 11U'bher of. th#tfl cnel- thleup.

t tudv of tloppiec shift. It coherenit avcvumu1Atiofl of the signaL for, 4.1 distanees

is uiIUAltaflemiwly done at. inteneodiat~e frequoncy (frO exz.'oplo, uwith the help of

* . ul rasoic dely lin with$ee~bak), ton th nuflber of4 k~vh"bel eatotie



-. h.quare vf the- enve16pe in this case is obtainea by detection of oscillations

on. the outnut of the accumulator.
in certain cases, as; for example, in phase-code manipulation, the reducing

Sil1ter c op readod :at low f;equency.

-J_

" • :...L.r..

•.. 4.12. Functional diagram of multichannel syBL"em of detection
.with reducing Cilter and accumulators of t.he pM-tntiaoscope type:

1) -reducing filter; 2) Ph" Inverer

4)square-law generator; 5) st~oring mechanism; 0' relay.

* Very radical mewis of reduction of the niltaber of f requency channels Is the

change of' the l'aw of modulation in the process of work of the rlldar. Th.15 method

is useral, ,,mparently, only for radar sets of upecijj ausignmunt, in problevis

W o.' whic,,, does not enter continuous Qoservation of the-ne.wly appearing t. 4r Ke t z

3uch are, in particular, radar sets, pasm~i~Ag incnit'ons of deteto fr

target lock'-on.

For Lhese radar sets it is possible, foar qxawnple, in acannlW. cond~itions

to u~se conti~nuous eydsi.on, Hiere th~om i. rej.Sot1vtnK power only by speed,

realized in the receiving mochanivu v!ith tho' help -of block of filte~rs detuned

Q....
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relative to one another, covering the a priori interval of Doppler frequencies.

After lcck-on of the assumed target (or targets) by speed there occurs the connec-

tion of additional modulation, ensuring the required resolving power by distance,

and t.o the frequency of the filter, seizing the target, is tuned the correspond-

ing number of channels by distance. Losing, in the use cf such a system, time

approximately by two times, we considerably diminish the number of receiving

channels.

If in the multichannel system without use of filtration the number of

channels is equal, to prn (m is the number of channels by speed, n =--

is the number of channels by distance), then in the considered system this

number is equal to in + in (i is the number of channels, in which there occilred

S operation in conditions of continuous emission). As compared with the system

w:ith reducing filters and accumulators, we obtain a - - multiple gain in th;

numbher of these mechanisms.

The considered method of change of the law of.modulatidn can be subjected

c.o various modifications. Its main ide& consists of the fact that the resolving

power by distance is increased after ,ock-on by speed; due to which it; attained

evonoWy in a number of channels. The increase of reuolvinR power can be amooth.

,', In this case, aeparation of locked-an targets b;! distance oceurs in the process

or detection. Losses in time, occuring with tha change of the law 6r modulation,

4;• •usu•lLy are iOaterial, since an incrsaae of reeolving power occuru after lock-

, on W n anle, when scanning by angles stopa. It is necessWLry, however, to con-
.d..r rh-�a :t a sharp increase of resolving power, t0he slgn&1 of the Larget at

:, Celýer .lan titme is loat (until there occurs capture by distance). This t.,ow

6hou.ll be quite 3mv4'l, so that the Doppler frequency of the target does not

o'.6' teyond *,.he 1Ini.ts of the diacriqtinator bawld and that the target 10o0: rot

exceew .he Uitst of Ohe diagrwn of directivity.

Let us iee how the prohabilitieo of correct detection and (C,%se 111 Ut for



L,:

the considered system are connected during intermittent change of modulation

wt.h probabilities F and D at, each stage arid witf; the average frequency of false

q alarm. If the permissible frequency of false alarm is equal to f,, and the

time expended for detection of the target, is equal to To, then the probabilltic•

and F" of false alarm on the first and second stages must satisfy the relation-

•"-"-•...:..~~~~ ~~~~ n,,T PPI- I- /,lII- I-'"~aFF. (4-.5.6)

The probability of correct detection D is equal to the product of" proba-

bilit~ies D' and D" of capture by speed and by distance, if the time of observa-

lion is great, as compared Lo the time ot correlation of fluctuations of the

reflect.ed signal.. During, slow fluctuation, for the determination of D is

requi red a spec Lai calculation. C I". - B! I zand 1 - )" 1 , the probability

.C -) can be considered approxi.titely equal to the siall.er of probabilities

and 1".

The following stage of simplification of the reciving mechanism is abandon-

men' of the high resolvin-, power by speed, enfoured in the use of a per.iodic

_ i gnal, and t ramsit. ion to incoher.ent, processing,. This Corm of proc.essing Aýivpn,

. owever, an u!)!ent. Ala Jos.t, in the t,,weshold us ignal (see. Chapter 5),

Inr. -U.on Ie u, n-.ie- "- il[ anotnhe que1st1 o-, connecto.d with :VI

.,,e of the n:r net~trs of' the Aoet,ct ed t!arget i.n .ondit.ions of det ect, , o,'.

A:i W. rtct od in rhpt••,r '3, with uni-'orm 4t priori distribution, the ot i.urn

, ,,,::t ('. e' It01•,tr corl .O ts L .n tho mpari on t ..e L.oa, ar1 thnms (i t'oi.i O

C ;, ,.e i•nib- i. tud d , 6,-.:rite:r on the ou.tput, oi" '.ho chzinne' Of det.ct,. t , Aak

"an eal it.ea4 vatJui, the parmete.r is., 3aoect,ed theni, for which the re.Laton v"

W~th.1~ p abtbl itio`,s : f Vttaed eTr xeeedliný tho threshold of~ op'r a-

~On Y*3bgrea. preobab l~tty occurn onIV ln th.af, 00YanA01, whel-o tht! f'-nai

.4 b.%
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Tt is natural to take the values of the parameters corresponding to this chan-

nel as estimated ones. For comparison of this method of estimation with the

maximum verisimilitude method, it is necessary to calculate the corresponding

probabilities of errors. We will conduct the calculation of probabilities for

the case of slow fluctuations of reflected signal and optimum processing and

use of the narrow-band filter, coordinated with the time of observation, Here,

the voltage on the output of the channels is distributed according to exponential

law (4.4.17), If these voltages are independent, then the probability of detec-

tion of target and correct estimate of its parameter with the use of the ,raxini•

verisimdlitude method is recorded in the form

•'+, +

D D I -qM;--:: =or, ....:

where m is the nwnber of channels.

When the estimate is produced simultaneously with the detection by nuber.

of the processing channel, the mame probability is equal to

D(I • k',-'• D1I- (m - I)FI,

TyIruttruch as mF (the probability of falue alarm for the ontire taultichannel

oyntem) is uaually small, the difference between probýAbilittes (4.5.7) and

"".) y be completely disregarded, if the probability of tais3 Jfi'.F, which

usually takea place. Thue, the compared methods of o t.ix.,ation pra tita.ly 1)xre

"tquivalent., Au already wan noted in Chapter 3, su'h a rosult ol compari,. is,

from qailitative considerat tons, quite evident.
!,I4 . Detection of, Trgept with Mulitl",requency. F•qison"

SAt, present In radar very wide distribution wan givon to the idea of Ith4 use,

for vwrious target., o' a iTgnil, consioting of ocillations of" severa-l (usually

*::; ., - :'...' S.,.4 .. ," d- .--,' ~.



iwo) carrier frequencies with identical or different laws of modulation [62, 6131.

Here we consider quantitatively the effectiveriess of use of a multifrequency

signal from the viewpoint of increase of the range qf the radar. The fact i-

that with a sufficiently large separation of Crequencies, tho corre•,pondi.np.

"maxima of diagrams of secondary emiss2.on of the target at various frequencie'

are displaced relative to one another, due to which the dissection of the sum

diagram of secondary emission and relative magnitude of fluctuatLons of the

reflecý.ed sign is decreased, The biggest weakening of fluctuations occurs wiLh

the statistica), independence of reflected signals, corresponding to various

carrier rrequencies. As it was shown in Chapter 1, the condition of indeDend-

"e"ce or ',wo signals is the :ma1,ess of wavn lengths, corresponding to the

*Q s•eora:£ion frequency, as compared with the dimensions of the target and uncover-

I-n inl of t.,he spectra of modulation of trnese signals. We shall consider these

conditions to be carried out.

For statistic,1l., independent siinalsr the logarithm of the reiitio,,

verisimi lifude (3ection 4..2) is equ;.0 to the sum ot" logarithms of rel1at'_On.

of' veri-simnLitude for separate s]hrnis, in accordance with thls,';

or optimum procesi.nig of :L multifrejiutency iigni, i5 the totality of (:l"

o fOr of)ari ,, ohrnl. Vojtag.es on the output of these ci-rcuits tre !Jumm, r i :i,
.n~d are compared. with the thrv.. The <ha•acteri•stic functoion of tot, I V~l-

•,, on *h, Input, of the relly I13 eqL',I t< Lhe product ro" char. cteri!. ic "

.,. ch i.ti r ,i th ..... ¢ et ,Ir t-e . en for ius:.h f. t mu o nr11t i ue'.,y, ... smt1bymt

'" "in o:, timum t'ori• then• the ch . -,'& V r e a Cr c in'" ,I~i d t r in d b h

I .- •,{ •
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where m is the number of utilized frequencies.

At qoj = 0, this characteristic function corresponds to the chi-squre

distribution with 2m degrees of freedom. Producing inverse Fourier transfor-

.nation for arbitraries qoj, integrating from c to o, and replacing c by

"K-1 (F), we obtain an equation of characteristics of detection in the form

, + q., (4.6.2)

where the dash at the sign of the product means that in it does not enter a

member with 1= J.

The greatest interest is presented by the question of selection of the

number of frequency channels, ensuring maximum freespace range at a given total

eudssive power. Considering that the power is distributed between channels

equally qofrom (4.6.2) we obtain

This formula coincides in form with (4.4.15) with the unly difference that AIJ

is replaced by m. The graph of dependence of i (m) is shown in Pig. 4.13.

4 ..
4090

Fig. 4.13. Dependence of thro'3hold a,,nal- n-oiso ratio on
the number of utilized o lrrier frequenciet,

.4 . . ' " ' , • • " ; , ,. , : " "4 7 , , ,. , , " ',, " r ' * . .' " • , . , . . " ,, , , . , , , " " , • " . ' , , " • , / , , ' ' " 1 • .



In its character, this dependence coincides with the dependence of qO(A.f,)

in Pig. 4.7, which is fully intelligible, since in both cases we mean the denend-

A ence of threshold signal-to-noise ratio on the number of statistically independ-

ent components of a signal, quadratically sunuarized in the process of treatnici,..

1A

Fi-. 4.14. Dependence of probability of correct detection on

As; c~an he seen Zrom the fimrur, the ciirvea c< (in) At D -0.5 have their ;i~r

ML Inl,,,W()), the depth of which is incrmined with the increase of prob.Jr I 1t~y

of' correct detection. Accordingly, the :Lain i-% increaved in the threshold ri mnaI

to-Molse rtitio (and consequentlIy, in h e-5a range,ý) at a fixed. numzhter of

trequoncy channels as comrn fred to thfea Xlol,. sinple-frei'tency work. tNe to this,,

*hiiin-' Tnt%1.tlfrorluency work at fi "01"b , tho probabi.0ty of deteotion ii moere

0 ;jUiekly increiased with the dorea~o of disatarice (Fig, ~..4010

Tt, in Interestin% to noto thaL the curve of dependence qO (m) very quickly

dropa at smiall m. D)ue to th~iu a gkiin, noar to mrlmumo owi be obtained at a

comprarttively timall number or working Trmiquoncioo (2-41),

Duriiip fast flu utiuriaon of ;i si m.il rof.VBctold fmMn the tar~utj the

* .

- .. ........ f .............
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characteristics of detection can be calculated by the formulas (4.1.10) and

(4.4.11), where the semi-invariants in these formulas are equal to the sums of the

semi-ivariants for separate signals. With equal distribution of power between

frequency channels and identical spectra of fluctuations at various frequencies,

an increase of the number of channels is equivalent to an increase of m times

of the time of observation upon simultaneous decrease of the signal-to-noise

ratio h. In accordance with this, for the calculation of the characteristics

"of detection in the considered case can be used, in the appropriate way, the

transfGrmed results of Section 4.4. In particular, for rectangular spectral

density of fluctuations, using (4.4.15), we obtain

* [KJ,,r (FA

=Mfj .jTl± (4.6.4)

The last equality in (4.6.*4) is correct at mA/T>I. From (4.6.4) it

is clear that during fast fluctuations of reflected sial, the threshold

signal-to-noise ratiois increased with the increase of the number of frequency

channels approximately as I/ j, Qualitatively, this is explained by the fact

that in this case already there is a sufficient number on the order of A/fT)

of statistically independent components of the signal and further division of

S poVer between these components lovers the effectiveness of coherent accumulation

of the signal. Thus, durine fast fluctuations of reflected signal 1) f r. I,

the use of multifrequency operation from the viewpoint of requirement of in-

crease of range of radar is inexpedient.

We cannot trace the accurate dependence of the ratio of threshold values.

of q% during mu=ltifrequency and single-frequency work on AjTj, unfortunately,

The assumed character of this dependence is hoiun by the dotted line for m w 2

and m 3 at D 0.9, F 1-O4' in Fig. 4.15. By wasure of increase of A/T

½%



"the gain, due to multifrequency, decreases, changing, at some AJ•T into a

loss, tending gradually to 1-'Il.

Fig. 4.15. Dependence of gain in range (due to increase in number
of frequencies) on the width of the spectrum of signal fluctuations.

4~.7. Some Problems of Optimization of Scanning anid Searching

In ~;ect-ions 3." and 3.9 we considered so~me problems of optimization of

scanning a)nd 5earchinr,., whereby their solutions were reduced to the stage, on

which it is necessary to use specific characteristics of detection. Now we will

cont~inue t-he solution of problems for the case of a coherent signal. Hiere, we

iiha-1l1 consider only those problems, the solutioni of which is not connected with

larspe ma~thematical and purely computationa I diff'iculties. Therefore, the 4c Count

Qt' thes~e queations in this paragraph can be considered as the totality of examples,

11llusitratinp, the mnethodsa of' solutioni of problems, considered in Section 3.8 and

* confrtniniý the perspoctivity of varioun methods of increazae of reliability of'

detection of -a target by means of optiniization of ocanninA and searching. How-.

oev~r, the presented aolutionos lalo have an independent practical meaning.

*~We ;,hall at~art O~rot of 411 from~ the prob~lem of the beat d-istribution of'

Liam T., expended for 4vtoction, between cycles during wtiforai scanning. If

is the vidth of a sector of -~sewnnlrg, and Ali is the w d-th. of the diagram of

direct~iityo thon the six~n~i ftom each target exiaits. rot' the duration of time

'. z.



"which should be distributed between cycles. The meaning of such distribution

consists in the decrease of relative level of signal fluctuations with distri-

bution of its energy between several statistically independent components (sig-

nals, taken in various cycles).

It is obvious that at AfjTi<I , the distribution of energy between cycles

does not lead to an increase of the free-space range and, from this point of

view, subdivision on cycles does not have meaning. Analogously, if in the proc-

ess of subdivision, the time between two subsequent passages of the beam of the

antenna through the target (duration of cycle) is less than the time of correla-

tion of fluctuations, then further subdivision is inexpedient to produce, since

smoothing of fluctuations no longer occurs, and the quality of detection is

lowered due to the decrease of time intervals, in which the signal is processed

coherently. In connection with this, we shall consider only that '.ase, when

"signals in the cycles are statistically independent. Here, the probability of

false alarm Fo and miss of target p, during the time of T, are determined by

the relationships

-(4 ,( .7.1)

where m is the number of cycles;

'and 01 are probabilities of false alarm and miss after one cycle.

Lot us consider the case, when the duration of reflected signal in each

cycle is small as compared with the time of correlation of fluctuations. Here,

*, suhstituting F1 and Ot|. determined from (4.7.1), in (4.4.22) and conaldering

that the si na-to-noise ratio after one cycle is connected with the signal-

to-noise ratio qo. during the time of q 1 by the formula qo " q.. r" we obtain

)i .... ", (4.7.2)

The dependence qo(m) at 1o 104 and various J6 is shown in f'ig, 4.16. In its
Sao"



character, as one should have expected, this dependence is similar to the dependence

qo (m) in Fig. 4.13 for the case of incoherent summation of statistically indepen-

dent components (this dependence was considered in connection with multifrequency

-,rk). From the graph it is easy to perceive that the optimum number of cycles cor-

responds to the probability of omission per cycle, near 0.5. This result can also

be obtained by proceeding from (4.7.2). Thus, the optimum number of cycles may be

calculated by an approximate formula

From a comparison of the curves in Fig. 4.16 and Fig. 4.13 it i's clear that an

independent comparison with the threshold of results of processing the signal in

every cycle gives a loss in distance as compared with incoherent summation of

these signals, increased with the increase of m and decrease of Po. For example,

S at P•0 0.1 and m = 8, the relative increase of qo constitutes 80%.

An analogous calculation can be conducted for the case, when the trans-

mission band of the filter is not coordinated with the time of observation.

Here, by substituting (4.7.1) in (4.4.28), we obtain

S.(, ')
VE (4~.7.3)

IuI

The approximate equality in (4.7.3) is correct at A1,T, I A. The depend-

ence %&(m) at P' v1 10-6 1U and various 0 is shown in Fig. 4.17 and

has the soue character as that considered above. The optimum number of cycles

,tt.) in this case is somewhat increased; however, due to the weak dependence or

qo on m in the vicinity of mo thio increase in practical calculations msy be

" ","+' 'xi stwoarded.

Puring fast fluctuatLions of reflected signa, when Ai'7>I, the distri-

,bition of unera' of the signal between statiatically independent components

*& even in optimum processing does not lead tsea (4-.6.-4)] to an increase of the

I - - .I

'*
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range of the radar. The magnitude of the range lose connected with such distri-

bution is simple in each specifix. case to caicuiate by the formulas in paragraph

4.4.1 with the usa of (4.7.1).

We considered the problem of effectiveness of division of time expended for

detection into statistically independe~it cycles under the condition that the solu-

tion concerning the presence of a target is acce~ted upon increasing the t:yre!ý-

hold of operation or the relay even if in one cycle. As was noted in Section

3.8, it is possible to imagine a system, in which the solution on the presence

of a target is taken, if in n cycles will occur at least k exceedings of

threshold, and to find the optimum number k. The probabilities of correct

detection and false alarm are determined in this case by formulas (3.8.2). P~y

* substituting in these forinula5 the characteristics of detection, it is possitl

to trace the dependence of threshold signal on k and n for any practically

interesting case.

in Fig. 4.18 is presented the dependence of qO on k ~tn 10, F~

4rV1 various 3, constructed for the rase of 3low fluctuations of a ref'1eeted

ai~mal, when 3ubdivislon rto. statistica1lly indopendent cycles 1-3 the most.

ef,'eVctive. Pependenve qo~k) has it3 minimum at k~ 3 -Z Vtt. which s'Lowly

ahAftz in t he di reet ion o f t he sr~u1 . r k b~y measuire of-lre- of . irA-

t¼neously tho dopth of the minimum uoifewhat'iricrtases. Vlr the cons iert.M.

vailues of the glllino tluo to the usie of the opt-imum nuznber of. exceadinps

4a coumpatrm wit-h 1.he cato of k tý 1, conaidored 4ibovo, c~iue ~- b

w'hieh corretspondu to a gAin in range by 8-12%.

*In P-ct~ion 3.8 wo also formulatod tho pn2.blem of rnultista.g* u'nanille, with

uhith on the .follovlnr, AtOage are inapected only those dottiona$ in whith On

the preewding stages th4 t~~rgt wits debecte~d., W rdr %to haive the posliblU$ý
Vto judp'o the g.Ans. obthined with such a methOd Ot' Sc ing z~ th -21aio~

ot ~rvotrior systems of d~i.actbrt eorntmted with thla metho4tj lot Ua

Y%1'
.,~ ,2,
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consider the case of two.-stage scanning with slow fluctuations of reflected

"signal.

1- _ _000 " "

*i- P¾•'. 4.18. Dependence of thre'•hoid signal-to-noise] ~ratio, on the required number of operations k in 10
independent cycles.

b..' ~In accordance with (3.8.4) and (4.4.7), considering IC,(r 1 -- t)'-•- - in (4.4.7),

• we obtain an expression for probabil~ity of miss

'•i')'•which, taking into accoun~t (3.8.5), (3.8.6) can be r'ewrltteri in the form

.'30

B,.... .. (i F .... )

40,

-4- - 4, D F, of ,-e. l s ig nal- (ono

*:::ii! where q = q co. = Pa is the ratio of power of signal to spectial density of noise.

T, T 2No
we onsidering the probability of miss on the tirst an second stages to be

}• s~mall (only with such conditions can ther•. be obtained a small genera] probability

of miss) tak considernang ( 3.8.22), instead of (a.7.n ) it is psible to writeqC- /

where q stertoo oe fsgal oseta est fnie

~~~~~ 2'.N.O." .• .. .. , . . . . . • . .



"the following approximate equality:

B3 (F.T) ~-z7--
.,-;;-Y (4.7 .4 1)

where q. as before, is equal to

P.T

SOB, af" w otiBtefllwnEquating to zero the derivatives 7 1 and 6T, we obtain the following

equations for values of F1and TI, with which the probability of mi.ss is

rid nimum:

.T. I F, ( In F .
,,"-"~~~ T.,r l'r (4,.7.•5)

T
Fxcluding T from these equations, we have

(76)

The magnitude of the root of this equation interesting to us at variouu1 F, and

also thie corresponding values of are presented in Table 4.1.
T

Table 4.1

"F 10 . . 10. 10.. 10-6 1.0-. ... . I(i0" "

r, to .1.. .. 4
OX 0A401 0.18 O.d 0,8 0. S 0.14

11 0'. 5j'1 0141 0131 0.3 0r.2. .

In the table also are presented the values of r•lat&ive decreane of thres-

hold signal-to-noise ratio, due to the use of two-stage scwnning. As can be



seen, two-stage scanning allows to receive an essential gain in the free-space

range with the same average time of scanning, whereby the magnitude of gain

increases by measure of decrease of probabi4lity of false alarm F. It is inter-

T1est~ing to note that the ratio TZ , ensuring minimum of probability of miss,

almost does not change with the change of F 0~~-.76 at F TlO0.82

at. F = l

Comparison of' two-stage scanning with the case of two independent cycles

shows that for r)- 0.1 and less, two-stage scanning gives an essential loss in

4distance at the same average time of scanning. Apparently, it is more expedient

to use this method of scanning with statistically dependent signals, taken on

* ~separate stages. F~or that, it is sufficient to change to the following stage

illariediately after termination of the preceding. Multistage scanning can,

ob'riuusly, be produced cyclically. The calctilation of characteristics of detec-

t~ion, taking int~o account fluctuations, for that case is connected with signi-

* ficant. difficulties. F'or a-. regular signal with -known phase during two-stage

* tnilr calculation of charaicterlisti,ýi of detection. was conducted in [1JJ,

whe'reupon in thii case the gain, as compared vith single-stage acanning, wau

tsi'nificant.ly wre~tter tha,..n in the case of' 4 fluctuating aignal during utatinti-

willy independent stages, which indirectly.canfirms the expr8s~ed. a~bove assump-

t.Aon.. On the whole, t-his question, undoubtedly, needs study in the future*

In concl~usion, lot us consider'one queotion, conne-.tod vith aearchinr; and

-~ etiin the uae of' sroecific chur"aeWterstc odtcin nSection 3.9,

w.,:, tho prorv.)sod iind ,inilyzed aiethoi~or stntr,.ing with oxpanded cyclea, where

w..p howyn Qh.at in optimum cdintribut~il-A b'etin y cycleat t~hiis ;ut~od ia

cloop in 0'rectivffness to the artiraum mzethodloV examination of saction3.

Yxaminatlon wi~s conducted ot. given values of probability of' m~i." or L&rpt and

-tv~rov t.ime of~ delay I~n ovePry 3ectiont Usn the Spacific ch 'vanorit* tici of

'ttection, it is possibio to lilso sel~ect theso magnitudes in such a wa~y t hat



the average time of searching is minimum. We solved this problem for the

p&rticular case of exponential a priori distribution and slow fluctuations of

reflected signal, considering, as everywhere in the chapter, the delay time in

the section independent of the accepted realization. Using expression (3.9.16)

for average time of searching at X--XOfa--rlt1 we obtain

I + in J- +-) (4.7 7)

The probability of false alarm F in formula (4.7.7) also depends on the

time of delay in the section, if the average frequency f of false alarm is given.

However, this dependence is, due to the smallness of f, weak and it is possible

to disregard it.

* It then remains to find min t by 0. The minimum takes place at I 0.27.

Here,

7 In

(4.7.8)

The dqxree of criticality of the found optimum is confirmed by the dependence
qt

presented in Table 4.2 of Z on 3 in the vicinity of the optimum.

It is interesting to emphasize that the optimum • lies in the region of

comparatively large probabilities of miss, at the time when usually in practice

-hey try to make this probability possibly mall, duo to the 1'act that, as it Is now

* explained, the average time of searching is considerably inareased.

Table 4.2 Conducted in this paraLraph, the

*M11 01* o4 0-4). t4 o.5considerationor fteparae problemu,

lt I .relatinP• to the Prob[em optimization

of u~annitng wid searehing) shoved that

i."n a whole number f..cade, rational

seloction of the method of sccauing, or .searching -and 1wameters of the syatemý,

"carrying out scanninR or sew-ching, allows to receive an eo. ti I gan In the

- ....... , *."* .) $a.* ''C-' ./., 4.



free-space range of the target and in the time, expended for detection. On the

whole, this question, as already was repeatedly noted, at present is hardly

investigated, which, in a significant degree is explained by the wathematical

difficulties, with which its solution is connected. The small results received

indicates the perspectivity of further investigations in this area and at the

same time, they themselves have a sufficiently large applied value.

•- h.8. Detection of One Form of Signal with Non-Gaussian
Law of Distribution

In connection with expansion of the area of use of radar, lately consider-

"able attention has been attracted by problems of detection and measurement of

coordinates of space objects (for example, artificial earth satellites). A

0:, signal from such objects fluctuates basically due to the unstabilized rotation

of the object durinp fliht. The distributive law of fluctuations can consider-

ably differ from normal. Usually the time of rotation on the width of a lobe

of a pattern of' secondary radiation can be considered large as compared with the

time, utilized for detection of an object in each cycle of scanning. Here, for

caiculation r" characteristics of detection it is sufficient to know the one-

dimensicnal dst.ributive law of a reflecting surface (power of reflected 3ignl).

•-" -As w$as n(t.el in chapter 1, this law can be approximated by linear combina-

tion of exNonentWiaJ diatributiona. Such an approximation corresponds to the

0: ~;ssumntion t,-At. equiprobAblo aspects, the distribution of power within the
S.liits of" each group of lohes of the pAttern of secondary radiation is near to

"exonentikIi. (which corre~l•'I,: to noruial distribution for fluctuations of a
0

Hignal). The coefficient at tho exp'•nent repreaents the probabilit.• that the

object will be tutrned towards the rudar namely by this kroup of •obes.

Irt connection with thia, the considered reflected signal may be treated as

a normal i andom process with r. nMom power, taking one of the values of Pr,. P. P...,

with probabiflitiea v, ,.. accordinly, and in the solution of

*•W•



the problem of detection of such a signal, to use the results, received for a

signal, distributed according to normal law.

Inasmuch as the form of optimum operations on the signal during slow fluc-

tuations does not depend on the distributive law of amplitude of signal, an

optimum system of detection of the considered signal coincides with that synthe-

sized in paragraph 4.3.3. The characteristics of detection for that case can

be found by averaging the characteristics of detection of the normal signal by

all possible values of the signal-to-noise ratio. As a result., we obtain

D.(F)=•, p D(r, q.,).

(4.8.1)

Substituting (4.4.12) in (4.8.1), we have

? :." l1). (F) = pA exp 2.. . .. .. ---. . .. .i)(F , p' x 2(4.8.2)

¢ I

In particular, for coordinated filter (A[JT 1)

IP.F, I

khA

For an illustration, by the formula (4.8.3) in Fig, 4.19 iv constructed the

dependence of the probability of correct detection D. on the 3mlleots signal-to-

noine ratio qol for n 3 and p, 0.5; P2  0.2; P U.31; qQ2 '2UqUI; qa3

In the sawe figure, for tomparisons, curves are constructed for the pro-

.. abilities ot correct detection of normal signAl with .i1mal-to nciso ratios q,

:*l anti

and

j'lrotm.the comparison of the curves it is olr that 4 sismal of the considered

tmis detected bette- than the nomal~y f luctualting Dimnal with a sga-o

a' , ,:... .. . . ., .* . , , . *, -



noise ratio, equal to the lowest value of q.1 ,o2 % 3 but significantly

worse, than a normally fluctuating signal with the same average signal-to-noise

* ratio.

0to too . -0/

F 0. s

S,, .... , -_,_

Sit" 1~ 0.7 I '0 700 700o

v. F~ig. ,.lW. Charact~eristics of detection of signal wi~th

Non-Caui aian distributive law:
.- s0-nal with non-Gaussian distributive !.vw;
-",- - - ncmaly distributed signal with a,. F lo

nc.rrmally distributed sigrul with qo qo

%.' ,The propxosed method of calculation of characteristics of detection of signals

with non- ,aussian di'tnrioutive law is, undoubtebly, only a h4lf measur. In

order to consider quest' ons of detection of such a signal in intervala, compara-

ble with the time oC correllatilon, ,.id also in order to con3ider the intluence

of fluctuitiont" on the itcuray a. ueousurewerit of coord antest it is necessary
hto have a more. thorouphi %t1culation or proprtiat of those tluctuions,

~ Q nwnl~e'tonof btr 3hw t.'the Presec
o *istAve tnterferen.C9e4

, This ,aid the oevoral following parajgr.aphs we sha11 devote to the very urgent

contemporary r4dai problem of detection of a ,3ignal from a target on a background

of' interfering r•flections. The ýi~us of' auch reflectlons can be a cloud of

4- i

*, . . .• - . ." ' "' "- • , ' . . - : , : , ., . • . .o - • " "



metallized dipoles, the surface of the land or sea, individual interfering targets

and so forth. Under some limiting assumptions, the influence of reflections can

be investigated in general form, not specifying their physical nature. First

of all we will assume (see Section 1,3) that an interfering reflected signal,

as a signal from a target, is a normal random process with zero mean value. The

function of ocrrelations of this signal in accordance with the results in Chapter

"I will be considered in the form

": "R. (tY t4) =Re I (.1) u• (1, -x) 11' (, -- .x)

: .... " ~ ~X e t+ . ,} ,-• r (x, l--t)dxr,
• '..":.-(4.9.1)

where 3(x) is the density of intensity of interference, corresponding to the

*1.' =(x) is the Doppler frequency;

r(x. t) is the coefficient of correlation of interference fluctuations, alao

,Presentation (4.9.1) of the function of correlation of" interference is correct

Vor a very large number of cases. The conditions of validity of this present"-

tion were discussed in detail in Section 1.3. As in the exanination of the aignal

from the target, we shall a4sume that fluctuations of interfering reflectiona,

, described by the coefficient of correlation r(x, t),, are quite •low and do not

distort considerably the law of" modulation of ref lecte4l snignl.

Inasmich au interference is distributed accordine to the law of Gausa, in

S the oynt.hesis of 4n optimum system of deteotion a inve,4u. of the charac-

* toristics of detection it is po6sible to completely use the gleter.l relation-

"ships In 5ectiuH 4.2. We shall begin the considerntion from the case or ,Ilow

ftuct.uationu of a useful siotl. Here, the solution of equation (4.2.4) with

"subatitution in It intutfe.A of Rc(tl, t2 ) the fortaul" (O.J.), 43 we Qa4n be Qotn.-

,vincd of, haa the form

• " % ,. 4



V (I., 1.) P Re Z (Y, C) Z~ Y1, "

where(4.9.2)

where

As can be seen from l(4.9.2)., optimumn processing of the received signal in

this case reduces to multiplication by the reference signal Z(t, Y ),occuriflg

as the result of definite integral conversion of the law of modulation of the

main signal, and integration of the received product during the time of obser-

vat~ion. In order 'to receive the reference signal in clear form) it is necestary

to ole he qutin fr g.(t 1 j, t 2 and to 6ubstitute the solution in (49.)

The case of fast fluctuations of a useful signal will be considered on the

*asumtrtion that the time of correlation Tue of signal fluctuations signifi-

.edntly excee'id the time of correlation of inte~rferenice T
iiThis assumption

4n prartice uoually is executed and at the s-ame time allows to connect the solu-

'tion o~f the probiew for the case of-faut'fluctuations with the solution, found

fut- t.he Cý:Oe of iiWCl tUoat ions 'of a ref lected- signal With this assumption-

tho ubno equa ,mbn (J4--.4), nauturilly,,a we did more than once, be found.

Whn4re 0 (t,. )la (it erulnod. by. *quality '(49.90)# anm rimction t,(t) is absumed

A*U 4"1t ai -ov, as the cvorlidntý or Correlation of fluotuations of the retlecte

l u 4 adoumie that there exists lh im~it

lit z .4 0
*(4.9.6)



where Al,~ the effect lv, width of the spectrum of signal fluctuations.

Physically, in a sufficient measure, it is obvious that, inasmuch as both

the function of correlation of interference, and also Z(t, o ) must possess,

in a known measure, the properties of the law of modulation, this limit exist

in all those cases, when there exists a limit C(r, 0) in (1.2.2'). After we

explain in more detail the properties of Z(t, '). this will become clearer. if

limit (4.9.6) exists and t.,u'Tr, then the equation for v(t), obtained by

substitution of (4.9.5) in (4.2.4), has the form

T
V -t, + h, ale - t) Pd = (t,--t,.,

coinciding with (4.3.5). At AhT I , equation (4.9.7), as equation ( 4.3.5),

" may be solved by Fourier transform. The obtained result, with an accuracy up

to inmmuterial constant factor coincides with (4.3.6), if in this formula

h is replaced by h 1 . Hence, also from formulas (4.9.2) and (4.9.5) it directly

follows that optimum processin, of the received signal in the cane of the presence

of passive interferences can be carried out with the help of diagramo of the form,

shown in Fig. 4.2-4,.4* in which only the form of the reference signal changes.

Thus, for a final understanding of the essence of optimum operations we must only

defnittize the form of this aignal.

"noT-e.solution of equAtion (1.4.2) at R(tj, t 2 ) Rit (ti, t2) 2 (tv 5 tv).

Poo (tj, t 2 ) on the strength of the ausu.mption about the slow change of r(x't)

-ha.r. eaning to find in the form

were , s onsidered to be a slow function of t and t 4..

COVpIre4 With: u(t), Ry subs ttitu ". (4.9.8) in the equaLtion widq4z~ating coeeffi.~

Sents t"" 1 -+ ,s ta...ie.X .... -, ,.in hoth rts oo the
to at -. ,. .. •'.**. X



equality, we obtain an equation for w(xl, ?); t 2, t in the form

Wxi X,; e-•,-• I.) +d (x,, - ,x;) 1,, - )X

2"i['iX u(t-x 4dx= a(x,) r(x,, I,-s) a(x, -- x.). (.99

In the case of complex-modulated single sending, assuming r(x, tl-t 2 ) 1,

we obtain

w .- , r -[- 7- 5 (x1, x) C Ix - x,. W, (x) -

S

"0-'•-"• -- •a €•,)1 x = ;s j Ixx) a (4, -- xI).;'"""o "(4.9.10)

In the caae of a periodi.,, sigri, considering *4 (x)C '0A const and

averaging the prcduct u*(t-x)u(t-x 2 ) by t under the integral, we find

,V.'i `(.V, x,. It,, 4)+

""U.. . .dt w(.., x; C', (x.-x, r (0q,, t -,)dx

These Oimp'lifed equations cw be solVed for the case of exten•ive inter-

f.erence, when ol) chlrmgas little in the interval of solution by distance., and

aor t.he 'coc, wheu interference is created by o. finite number of pointed reflecting

', ±ill not reso'rting to the sclution of these equations, but using only presen-

tation (4.9.8), it is possible to perceive some esusentU. pculiarities of optimwm

processirng in the presence of pae~tive intertf-oornes. By substituting (4.9.8)

in (4.9,3)o 6m obtain

- * V) "y _.V' C " (,. . .4- -9. 12).



where

.(t, 2, ) dt, W (x, x; t, t,)1( (t-- /)I(t ,) x

0 0

X • ..-.. •,, dx,; (4.9.13)

N is the Doppler shift of signal from target;

is the delay of this signal.

From (4.9.12) and (4.9.13), the meaning optimum operations is obvious. The

first. component in (4.9.12) ensures optimum separation of useful signal on a

background of noises. Multiplication of y(t) by u(t -x)el jW+W Nfl I in the

second component ensures optimum separation of interference, corresponding to

' the value of delay x. The separated signals of interference are su~narized by

all X :'''ý --Ight f (t) i x) and are subtracted frmm th'e results of multiplica-.

tion of y(t) by the expected signal from the target. Thus is carried out

compensation or interference.

The weight function f(t, , x) diminishes as with the growth of ' and

"., �'a" a ~ the signal from the target and interfering reflections become all the

mor6 ortho&onal. Indeed, ae one may see from (4.9.10) and (4.9.11), function

W(X1, X ; tit t.2) diminishes as C(xlmmnx2) tends to zero with the inraeo
v.- A,1i, This follows from the wudqueness of the solution of theoe into-

Pral equations and from the fact that the functions, posessing the ahowii proper-

ties, CA satisfy them. Upon subtraction in (L.9.12) the components of the law

of motWl tion of the sig.nal from the target are suppreooed, the mott chaiacte-

riAtic for interference: the rafet-ence sivnal, as it were, is Orth•aonatize-4

fin reference to the interference. This plectuliarity of optitaw proea3-ang t

devoloped moot clearly in the case of "disearets" interfereice (interforonce

of. the"interfering target" type).

K :i•
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4.9.2. Case of Discrete Interference

In this case

Substituting in (4.9.9)

w(xi,x,; t,. t,) iWt, 1,) (x, - 5 (x'
-4 (9.14)

we obtain a. system of equations for wjk(tl, t 2 )

U ( t'CO e (4.9+15)

where

¢~~~, Y r().= r (%, t); 0a--A().

If fluctuations or all interfering targets are slow, then rk(t) 1 and

. jk (t4, t) 2 Wjk does not depend on tl, t2 System (4.9.15) is then converted

"to the form

(4.9.16)

where
C' "C' .*l
C1 +Ct -'A -a * A)Ca;.)'

With 4 Ltr o number of interfer•ig targetl, the solution of this system,

a lz•thouih not, connected with princip.•l difttiultieo, is rather lboriotius. Me

exptession (or Z(t,,l may be written in the fore

•. •t•", ".

I :. ' . , . f . , • ' . , . •. • • . . j • / -" -• - * , * , , , % , .. . . • , , , . , . . . , . • ' . , , ... . , ' . .



where C., C (• -- - . e characterizes the degree of non-

ordhoqonab3ty of signals from detected and kth interfering targets, and U.

-the i-latrix, inverse t~o IcIA +4- - - SAI These results are obtained by
Jk T 3 .

another method in [64]0

The case of fast fluctuations of interfering targets may be considered with

a periodic 3ignal and , const. Here, producing in (4.9.15) averaging of

modulation by period and converting both parts of the equt-tion by Fonrier, we

obtain for spectra Wjk ((") of functions wjk (t 1 , t). a system of equations.

VW,~ ( 6iA ~4- C CS" (") S ~

• ( '•. . .1 8 )

where C'ik (.C ot--.,0) (see Section 1.2);0

"k 0.0 is the spectral density of fluctutiont from k!'n Inter.'orri.z target,

*- 1quziion (4.9.18) for spectra Wjk (,'ý in fom .i U.. to equation

G . . . d o

Qn .he 4ffrorance LI-t., and: 6a~t tords Iow Uii t t unto

liKov-e in tho pvriod of repo iton a:, b" oV ttcn this 1imi A"

C: r in.otratio in (.9.1) with infrnitt-ornea;

SV t. " -

j'=4

10 tth,) lrivhtion of thirorl., ts q ntea oy to ad iby; il .9,131 waS
• :-'-I L• .'••', ~ mll •l•.. . l l l ' l.• I "'' lll l I l Il•l'l • l a l l l ll = i l A ll



represented in the form of the sum of integrals by periods and wik (t) in each

period was considered constant. ir,.hermore we used the connection between the

spectrum of sequence Wjk('IT) and spectrumt of function wjk (t) (see [67J).

Substituting (t, -r, x) in (4.9.12), we obtain

z t. *L)=N- U(t- , - V,•c2. (t -pt

4"19)

where Opt 7W;, W(A(O; +!In),

- l7(is the matrix, inverse to

p,,•.:, ,,+ ois ko
H--

In order to make a more graphic meaning of optimum conversions of received

* signal, determined by f'c:z vlas (4.9.18), (4.9.19), it is convenient to somewhat

convert these formulas.

1 2N 2Y,V
We shall add to matrix +,- I i a zero column C, + -- a-h and

line C + Here, the order of the matrix becomes equal to m+l. Using

the known presentati ,n of inverse matrix by cofactors of its elements and con-

siering that the considered matrices are Hermitian, it is possible to show that

the elements of inverse matrices m and (m+l)th order are connected by the

relationship

JO _ V0)
1 iCh"C (4.9.20)

"Using, (4.9.2O), reference signal Z(t, ), determined by formula (4.9.18), may

be wrntten in the form

rn,,-.::::: z (t, , ) .

" j-0 (4.9"11)

By % and . in this formula,, we mean delay and Doppler frequency of e..1ai :

from taiwet.

(I. ?



in a sL--tlax iro-ruer will be converted formula (4.9.19), Thus, in th.-

.case ol' slow and fast fluctuations, the optimum reference signal is a linear

combination of expected signals from all targets. If the signal-to-noise ratio

is great for all targets 2N,- I at all k), then matrix ,: ,i can

"he considered equal to the matrix, inverse to , Here, multiplication

by the reference signal and integration obtain the most simple meaning: this

operat-en ensures full suppressionof signals from interfering targets. Indeed,

.the reference signal in this case is completely orthogonal to signals from

interfering targets:

" [ZZ(t, -* 't* Y ) ... I, . , o.

In those cases, when we cannot disregard noise, processing of the considered

form ensures incomplete suppression of interfering signals, decreasinp, them

..Pnuroxinmtely to the level of noise (see Section 4.10). 'iniultaneously is suppres-

sed the useful signal anid the signal-to-noise ratio decreases.

" i.9.3- Case of Extensive Interference

Let, us now turn to the case of extensive interference, when the density of

interference and its properties hardly change in the interval of delaiys, corres-

ptDd:in., to the interval of solution by distance. In the synthesis of an optimum

S S vst-em of processing of received signal for that case it is possible to use

f)xxer'essions for function of correlation (1.3.12) and (1.3,13), corresponding to

the caise of stationary interference. This follows from the fact. that optimum

, processin.k! in the general case [see (4.9.12)] includes imultipiication by the

expected signal from the Lrget, and the totality of expected signals from inter-

ference and integration, whereby the weight fimction f(t, v. diminishes by

measure of increase of L•--x1 to zero, approximately as (Cfx.----- T-uis,

ref'lectors, forming interference .uid distant from the target in t,1he interval of



delays, significantly greater than the interval of solution, do not affect the

character of optimum processing. If the properties of interference slightly

change in the interval of solution, then, allowing, for convenience of solution,

the smallness of these changes in the interval, ensuring stability of inter-

ference, we almost will not change the result. This method, receiving name

'"stationary continuation of interference", was proposed in [54] without a suffi-

ciently clear logical foundation1 which is possible only after clearing up the

g-eneral properties of optimum operations. The same results are obtained from

approximate solution of equations (4.9.10) and (4.9.11); however, this way

requires rather laborious calculations with that same, in general, degree of

*• " conclusiveness.

"In accordance with the above, in stationary continuation of interference we

"should consider a(x) r (x, t1 - t 2 ) to be equal to the value of this function

"* ""at x t In the case of single sending, from (1.3.12) we obtain

SR•,,, (~~~~t,, ):z: Re - (c) r (-,t , .. C[ t, )] X

,.,X e('° )u -),(4.9.22)

where w.lu is the D)oppler shift of frequency of interference, which we will

_ consider not depending on delay (for extensive interference this is usually

completed).

Analogously, in the case of a periodic signal, from (1.3.13) we have

' , ,,u t,,t) " Ret • (T) T, r. (,c, t, --- t,) X

X C, 1( t,)] e - (4.9.23)

where

* =(I t, +t:- (t'lTr)r(tT, .

Sunmiation in the last expresiion considers the circumstance that with a

periodic signal, on the strength ot" the ambiguity inhe.-ent to this signal, there

occurs imposition of sig?als from objects, distant from each other at a magnitude,

;•.'-,).

* •,.";



U.(w)-ia the speoctrum o;f one period of modulation.

Coefficient • in those formulas is considered the Doppler effect at the

frequency of repetition.

It is necessary to note that formulae (4.9.25) and (4.9.26) are not mutually

exclusive. A single sending, with which we were concerned in the derivaticn of

formula (4.9.25), can, in particular, represent a group of periods of modula-

ti-on. However, so that the conditions of derivation of this formula are satis-

"fied, it is necessary to demand, considering the imposition of signals with
value of delay, multiple Tr, so that a(t <I<Tr) and

10) hardly changes in the vicinity of these points. Thus, the distinction of

the considered formulas consists in the faot that formula (4.9.26) is taken

specially for a periodic signal under limitations, less rigid, than those, which

are required in the application of formula (4.9.25) to this case.

Let us now turn to the investigation of properties of the reference signal

for the considered case. Substituting (4.9.25) in (4.9.24) and (4.9.3), we

obtain

2%N, + S; sQ. + 4W")

(4.9.27)

where ur(,) is the spectrum of expected signal, calculated in interval (O,T),

- a~ is the difference of Doppler shifts of useful signal and

interference.

As can be seen from this formula, the reference signal is obtained by

transmission of the expected signal from the target through a rejector filter,

suppressing, in this signal, the spectral component, most clearly represented in

the spectrum of interference. The frequency response of this filter in the majori-

"ty of cases is physically not realiuable. Therefore, it i# necessary to find

reasonable physically realisble approxiratins for this response.

Let us eseine the case of complexw-dulated single sending, for which

4Mý



multiple - (Tr -period of repetition).

"In the case of signals, ensuring high resolving power in distance with the

usual correlation processing (Section 4.3), the limitations, placed on interfer-

ence during stationary continuation, usually are carried out. For systems with

continuous emission without modulation the conditions of stability., as one may

see from (1.3.7), are always fulfilled.

Solution of equation (1.4.2) during stationary interference and time of

observation T, large as compared with time of correlation of interference, can

be received by Fourier transform

~~O el . (tI* ', -- l)

"2I Nk.+ Su.c•)d' (4.9.2-4)

where S (, is spectral density of passive interference.

In connection with the presence of high-frequency factor-in (4.9.22) and

(4.9.23) S...(OD) is represented in the form

[ S (. - WA"- w) -+s" (-- - O;a.)

In :the case of single sending, from (4.9.22) we find

where '.m (.y is tho spectrum of function C(-), , which in the future we shall

call spectral the density of modulation;

.(z,,) is the spectral density, corresponding to the coefficient of

* correlation r y-, , tI -- t2).

In the case of a periodic signal

S (.) S. ( .) • .% (k , ) s(, (o- ka,)

(4.9.2 6)

where S,,(mI)- is the spectrum of one period of function CQ(%);

"• ..." •"

*. ,,:,,',..: ,
1v, . .' ,... ,''



the function C(r) has one sufficiently short maximum. The spectrum Sm(,) in this

case appear3 to be very broad, since its shift by A(,a may be disregarded and one

rejector filter used for obtainment of reference signals corresponding to various

values of Doppler frequencies° Since the duration of the signal is finite, multi-

plication by the reference signal can be replaced b", filtration (see Section 4.3).

In the case of a periodic signal, the frequency response of the filter has the

form

1 + S; . (W,) S(4.9,2$)

Usually, the width of the spectrum of nmdulation is great ini comparison with

the frequency of repetition and witn the width of the spectm of fluctuations

*. Sbo(t, (i). Here,

:.... tt~~~ip (iU) • . ....

+ 2N, (4.9.29)

"The approximate form of the frequency response is ahrwn in Fig. 4.20. If

"the duration of the expected aignal essentially exceedu the correlation time of

interference, Lhe spectrum of such a signal, whi(.tc is lined, has spectral lines

significantly more narrow than Sv,(t, o), here, an essential role is pl I yed

only by the values of fl1(i(, in points A,.) i kQ, (k ,.) and this filter

can be replaced by any other, fur which the vaLues of the frequency response in

the indicated points coincide with the values of UI(.. In Fig. 4.20 are

presented possible approximations of llp(a,•) for sevent.l viluee of A,,A. From

* the figure it is clear that the dissection of the frequency response of the

filter becomes immaterial and the filter may be replaced by a very w"de-band one.

Here, the time of establishment of voltage in the filter becomes small au

co-,pared with the period, the reference signal becomes periodic and processing

of the signal is divided into intra-period processing and subsequent sterage.



'..leg'.

Fig. 4.20. Frequency response of rejector filter.

In the general case, due to the nresence of noises, the reference signal Z(, (,))

cannot be represented in the form of the product of a slowly changing function

into a periodic function and optimum processing is not divided into intra-period,

carried out as if the given period was unique, and inter-period. This circum-

.stance considerably hampers practical realization of optimum processing.

In connection with this, an essential interest is presented by the question

of synthesis of optimum inter-period processing in the case, when separate pro-
cessing of periods is assumed beforehand, and of a comparison of such kind of

*. separate processinp with completely optimum (see Section 4.11).

4.10. Characteristics of Target Detection on a Background
of Passive Interferences

4.10.1 EAquation of Detection Characteristics

As in the case of detection on a background of noise, during the investigation

* Iof target detection characteristics on a background of passive interferences, let

us consider along with optimum systems a certain quasioptimum, differing from the

optimum in its comparative technical simplicity. Calculation of the characteristics

of interest to us, as in the case of noise, will be conducted on the basis of the

general results of Section 4.2. With this, it will be necessary to consider

'Y



"separately the case of single transmlssion of signal -- no assumptions are being

made relative to the law of modulation of this transmission - and the case of a

periodic main signal with arbitrary intraperiodic modulation.

When examining the first case, we will assume that fluctuations of the signal

are slow, and the filter band ensuring the coherent accumulation of signal conforms

to the length of transmission. The support signal utilized in the receiver we will

consider arbitrary and designate by Z, (t, r) C"' With this the voltage on input of

relay is in the form
%!Z (t )00" Y (t)dl;',

and, inasmuch as y(t) is a normal random process, it is subject to exponential dis-

* tributive law. The equation of detection characteristics corresponding to this dis-

tribution has the form

D F

where q, represents the ratio of signal power to total power of noise and inter-

"ference at output of a system carrying out mu.tiplication by the support signal

and integration. Using (4.9.1) and expressing r(x, tj -t,) by S t). it is easy

to show that
C', A.'.

--
where

,(x, i) ,(.•, 0), and Z,(1, ) is considered for simplicity to be standardizlid just

as u(t).

It is not difficult to see that if the system of detection is optimum and

Z, (1, 0) e',' -Z(t, T), determined by formula (4.9.3), then (4.i.0l) agrees with (41.9.4).

!,Ii,



In the case of the periodic laws of modulation of the main and support sig-

nals, as for detection on a background of noises, we consider the dependence of

detection characteristics on the filter transmission band and on the width of the

Cluctuation spectrum of the reflected signal. With certain additional conditions,

:.n,-;, deo-tndences, as we now believe, carry the same character as in the cases of de-

tection on a background of noises.

With an arbitrary support signal and filter characteristic, the output voltage

fit the detection system, as was shown in Section 4.4, can be presented in the form of

(4.4.1'). Characteristics of detection are determinedby relationships (4.2.6') --

(4,.2.8,), where in these relationshlps the correlation function r(tl, t 2 ) in the

considered case is equal to

r(tj t)= •- Z,(t, g)u(t, - 6)Z'(t,, Y u (I - )× (4.0.2)

XFYt - Is)+[ Z(t )'•(,

- -••R, (t," ts)e ' '" Z' (/" )Z;(I., )

where r 1 (tl, t2) designated the coefficient when exC4i(.,V+1;11.)(t 1 t1)0 in (4.9.1).

, .) dosignaLes the law of modulat.ion of the support signal which we consider

, tic and standarized just as u(t).

'Using the assumed slowness of interference fluctuation and the narrow-band nature

ot' tho f'ilter, we average r(tl, t2) with respect to tj and t 2 in an interval suffi-

,nt for averaging the modulation of the support and main signals. As a result,

,. ,. ( we obtain

;(t,, ~ ~ %)• "• f"( ; )'P(t, -- Is!-.•t + )J

r

(z, +x,, V3 'Vt&,-X 1 -.f•. e "
" ~0



he"e C,4(x, 1) =C30(X, • 0); Co(X. 1, )..

Conidein T ~,we will break down integrý,1.ls witi- respect to t- a.n tint

• integrals according to periods and we w-l1 disregard the bowndary effects, As a

result of simple conversions we have

r-. .- 0 YO

t2 •

0

isin

L' - ' -- 
'

sin, T

-Where k and I aire integral parts or rios d ad of xndccoryii effcts. 2!W
has u~ximums eqwi4. to one when .- O (1is an Integer, 0,- n he widt-h of 2

whI A., by asaumption, is signif icantly more than Wh wridth of spect rum Sp (x,')

but sig mificantly less than the frequency of r,'potit o. Considering that

doe no chngedurng addition tu of an intee -ofpetltiuj~ frequencies, it is

po.sib.le to replace the i,.egri with respect t-o "h (4.(.o3) by

r t S,, (x. 0t= -( k) , - , - , -- .,

Luo to the slowness of interference fl~uctu~ation in Iii sum a.~84en~ rol is0

pl.ayed by only the two membora -with values of k nwixeust ttim natgnitude of ratio

place uin the aa'gumant of this functloon by A~

As a result, the final .xpression ror ,(t i is writtrv in tho foz.

* ta'i~~ ~~~ dx ICeS vIp!l~~t 4 4 2~ x ., (x, Aw,)~ (.04"f ET



The proc.ss to which the function of correlation corresponds is, as

one should have expected, stationary :nd can be characterized by spectral density.

With this, we conveniently introduce into consideration the equivalent spectral

density of the interference

0

XV Sp(x,.-- Aw - kM,) dx.

The magnituQe of the equivalent spectral density of the interference in the

'nput of the filter considerably depends on the Doppler shift of-the interference

relative to the useful signal and on the degree of correlation between its law of

modulation and the support signal.

The next step in finding the characteristics of detection is the solution of

equation (4.2.7') .with nucleus

P, (4,.i..6)

•-0(,. ', • ;I,&.(', • (,')"

where v(t 1 , t) is determined by formula (4.4.;2),-

During fast fluctuition of signal from target and interference, the solution

of t•ie equation. can be obtained by Foirier transform. As a result, for the har"C-

toristic voltage funct~ion at input of the relay, we have

%V(1)~~~ ~~ tX11 1(007

'This formula i$ fully anal.ogous to form4L (4.4.7). Semti-invariants, corresponding

to thq cbtained characteristic function, are determined by expression

2 , .-o ) N.



With sufficiently large AfjT and Af, T diatribut ion p(L) can be considered

normal Fsee (4.4.9) and (4.4.10)], or with rnere _.icc'rate calculations we can use

EEdgeworth series (4.4.11).

If the spectrum of the interfqrence ft! C t..o n. ', i wi.dt- as compared wYth

"the bandwidth of the transmission of the filt.er .\'-. t•e *',.ral denrlsity of inter-

ference in the filter band can be considered constant anid (."ual to N•.. ,, . This

"corresponds to the replacement of interference by equivaLernt. w'ite noise. ondi-

'.... tion A, ... a[. quite often is ful.: iLed foa rar" sets, fixed on last- noviag objects,

when due to the movement, there occurs a 5tr'ong ,.uon t te fiuctu••.on spc-
trum. Having produced in (4.10.7) a ch•ange o" var.aib l,- o re-.-

flected in the form of detection Qnaracterist(.,>'. ...... !,

where

C %P
S+..• ,.This fokrw11a completely agreeos in form with~ (i. .7 7 iu tr c., it. i t i ",WV

thlý tioponder~ce ol' the threshold ratio of oiptvk tv inhrL' fc0 I~r Ith ~ tvt tfap

utission band, th, width of the riuctuatior, s,.-t .- " * 4-o *,$rv•it.iu L-,. in th-r,

presenco of paiive intorfaence and wtwn V-( c.4., t'. ,Iiv ' Tli

r st fluctuation of useful. sigiall as in thc? 1,1rW'1MO oy~f r fl-' nct-o

-riv atZ1.S Uth sJmfl conclus~ion~ wh~fioa O5i1'~1 v A do-fQ f~~

S2.aof • asignai reflectod from a target wtion %IJT i . , rP-t..5... On

'I'(q) In th$i ca e we have

* ,. ... ,.i " .y -4(4 1 ,1

,-.. .

4q I j

0ll



Considering distribution, without a useful signal, normal when I-1 .I and I I

- -. we obtain similar to (4.4.19)
-::::.•D c xl, __ ;-'f.o.•i ,r '.' • (,.10. :':• I 4- N I -_F)'V

S ..,0'+PI... T

where , is determined by the formula (4.10.8) when P,- 0.

.. " \V+ \f,, then by replacing interference by equivalent white noise, we can

obtain for thi.s case all the results received for slow fluctuation in paragraphs

11 .4.2 and-4.4.4. With this the signal-to-noise ratio q0 is replaced in the formulas

by ,Lh, signal-to-interference ratio

q,,- q " (4.C0.13)

+

"roFrt the roceived ratios it, is clear, that in the presonce of passive inter-

.ice,:.wide-.band asi cotrAred wi th frequency responee of the filter, carrying out

coheront aec-umulativn in the system of detection, the dependence of threshold power

o the signdl on the filter band and Lho relationship between observation time and

t.h.- width of the ~lCuctuation -spectrum of the useful signal have the s3=e form as in

''h vrobom. . of detectton on a backgruund of noise.

Ito dopendence of the threshold power of the useful signrl on the laws af modw
I.ti•n of th, main wW support siguis is detezmsned by formulas (4.10.10) WW

"".i~ .i). Phes laws tdhould we 50eC-tod Do thiat the Sig -to-interference ratio

. t(or proportional to qjý 4he- signl -to-lnterferetc ratio h,1:4 .• ./ • be the lar-

A...n , ,, it comarable. w.th the bandvwidth of the filter, the reoulta obtainod

"4f"•l, V\., N... cn to,, useid at approtizato or defititized with the help of formulas

S(4.1u.9) aW.d (4 ) if condtit ion V, I is fulfillod. To analyte the ae.

AJ- I as yot has not Ween Managed because of assonti"J calcul&Uin difficulties

which are possible to sur-mount, apparmntly only with the use of alectronic oalou-

lating tuchnology. If, however, irtor.O•,nce fluctuates slowly (N.OIT 1. i). then

soluLion (L.2.7') can be obW.ainW U1d40 the oo m~dIti o of little noise as comuiared

*, -



with interference, which usually is fuL i+led. With this,

D z.F' +

where in the caze of a periodic main signal

o(4.10.14)

qt 4 0

and in the -ase of a single transmission with arbitrary modulation
• .. 1~~~~ C, (,. ' . .. . ...

4 - q( -q - (4.10.15)

I + t. 4 c...0) It

here we agairt arrive at a certin 'sigru.-to-iniLrferen,:e ratio which is necessary

to increase by means of tho rational selection pf modulation of the support and main

signals,. Dtpendence of the signal-to-interferotict ratio on these laws of modulation

is examined below.

4.X0.4. Dependence of the :juality of' Dtection on the iAw of'

Modulation of the :upport 4 .ienat

The law of modulation of the eupoort aigrl, correspondtnf to 94{imuw procnsting,

represents, as was show in the preceding paragr4ph, the reait of very . om.plicat•d

trautsforwtar ion of the main signal; the uhar.t or -o these trafirwormst.tonti dopendo

* on the Doppler shift of signal frequency relative to intaerfronce, distribution of

"interference by dibtAnce, etc. turn.ga perio'ic s ILeai, ti Uiv w 14W I' modiattton of

"optilow support signal /(1, 01 does not po#siss, in gaenvral, the propet"y of periodi-

* city ind optimum processing is not divided, Ito tntra- and int,-r".rti, All tho,4e

circumstances hompefr th ehia.reklizatiuti of otpt k-wauin axoetsr nd serve as

"7. a eause of thle tandancy to replace tho processing by dtmpler tretiMott . From thins.5

Po-nt of view it is most desirable as a support signal to use the kxpocted signaj

I rom the target. Sucih a support *ignal is optimum during detectiwi on a background

of White noise and this replacment would pelrit us not to be con.cernd about the

"*.; change of operating cotui.ions of the radar station in thi prosence of passive
4,.



interferences. Therefore, it is assumed expedient to compare magnitudes of the

signal-to-interference ratio during optimum support signal and when using, as the

law of modulation of the support signal, the expected law of modulation of the use-

ful signal. For the first of these cases, ql can be calculated by the formulas

(4+.9.4) and (4.10.1) with the use of the results in Section 4.9, concerning determi-

nation of optimum support signal. Expression for ql during application of the ex-

pected signal as support, can be obtained from (4.10.1), (4.10.13), (4.10.14), and

(4.10.15), replacing Co(x, v, ) and C1(x, T (0) by Co(X-t. to.) and C(x--r, 0,) respectively,

We conduct comparison of magnitudes ql separately for "discrete" and extensive

interference.

In the case of discrete interference, substituting (4.9.21) into (4.9.4), we

O.M obtdin for a single transmission

pcr',,
2N~tp ý1)(4.10.16)

The formula for qj during a periodic signal has the same form. The difference con-

Ss.sts of the fact that v" is replaced by V€'"" (see paragraph 4.9.2).

"In order to avoid excessive complications, we will compare optimum processing

with the usual correlated processing for a particular case of one interfering target.

With this, a3 is enparent from (4.9.17), (4.9.19), optimum processing is re-

duced to subtracting sigrals (distinguished on a background of noise) from the target,

and interference with corresponding coefficients. For brevity, such a method of

processing is designated below aa coherent compensation.

Considering £n (4,10.16) m 1, we obtain

(4.10.16')

wt.ore 4h, ' is %he interference-to-noise ratio.

The corresponding formid.a for periodic sips] and fat fluctuations of interference

6~4

* ,
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has the form.
q-, q, I C[ (C , -T, ACD¶a ) I' X (4.10.17)

X - l S.(~A--kg,)

As was possible to expect on the basis of the results of paragraph 4.9.2 and simply

on the basis of purely qualitative reasonings, the signal-to-interference ratio in

the output of the system of optimum processing is increased by the reduction in the

correlation of the laws of modulation of the useful and interfering signals.

41

0..._

Fig. 4*.21. Loss due to abandoning
optimum processing during sharpened
intorferen=*.

For the case of ZI(t. i)-i(t--) by substituting o(x) -*160(x--r 3 ) in (4.10.1)

and41.1) we obtain t

"in the *as. of single transiso
it #f- (4*10.18)

14. in the "ase of proi inladfs lcuto

Comparism at foraulas (4,10.18) and (4.10.161) show-.that the use of optimu

prssing giv n the considered ., great pac t, ula4rueasi int•idteoXY

"" 4i n lt ii n l l t la i am • l il ll " ii• -



with the increase of intensity of interference: with the tendency of q,, to infinity,

"q, for optimum processing, tends to

Sq. [I -Q I C (c,- .A ) l

for Z (1, )u (t--) tends to zero.

Fig. 4.21 presents the dependence of relation (r) of magnitudes ql determined

by formulas (4.10.16') and (4.10.18), characterizing the gain due to the use of

optimum signal processing with various qu, on IC1O2=IC(TI-T, A.)1)I 2. Gain is absent

only during C(tl--, A(,),) =0; I and maximum during 1C1 -'=-0,5.

During fast fluctuation of interference and periodic signal, the dependence

of r on C0(rT*-V, A'w,) has the same form as that just considered. With this, the

S..role of parameter q. is played by relation

00

-C4

In order to be certain of this, it is enough to remember that formula (4.10.17) is

obtainod on the assumption that , so that

S.-

2N, 4- as Sit. (JA-.

"Results obtained show that in a case of "discrete" interference, abandoning

optimum processing is inexpedient, since such treatment allows us to ensure a out-

"riciently large signal-to-interference r-tio even, when the usual method of pro-

oossing with multiplication by the excpected uignal] is completely weilatiod, The

principle of coherent cooiesation of the signal. from the interfering target, which

is the m&in elemedt of optimum processing, may be* apparently, successfully applied

for a whole series of practical problms of distiWgishing the signal from low-

flying aircraft on a background of any local object, etc.

The main difficulty in the way of using this method, is the fact that in .& nuv-

bar of cases the intensity and ooordi•nates of the interferWene target are not known
* *.



.,. accurately and are determined only on the basis of the radar signal. In this case,

,.-. due to inaccurate knowledge of coordinates, the effectiveness of compensation de-

* creases. On the intensity of the interfering target, the effectiveness of cnmpensa-

* tion during q., I depends only slightly, and this dependence can be disregarded.

In order to have the possibility of judging the degree of decrease in effective-

ness, let us consider an example. Let the speed of the interfering target be known,

and the distance be determined by the received signal with the help of the maximum

*i likelihood method without calculation of the possible presence of a true target

in the environments of the interfering target. With this, using expansion

S,•C (x. + Ax) C (x.) -+ it (x) Ax + b (Ax),

S"" and considering that b(O) is real, and a (0) with a symmetric spectrum of modulation

is equal.J to zero; as a result of substitution of-

S-- C t'i% "+ 5,•~ & #u ( I -t') e.

(, is the easureci value of delay of signal from changing target) in (4.10.1.)

we obtain

(4.10*20)

*'.. where. A-,'- t is error in distance measurement.

.n this error it is expedient to distinguish two cakponents, one of which is

""aused by the influence of noises on the accuraty of masuring the distance of the

A:: interfering target, and the second is connected wIth the presence of the revealed

target. As is shown in Chapter 7, Vol. 14 the dipoarsion of fluotuating error

during qO~ is

"Systmatic error cm be detormined by equating to sero the mean vlata of the log•aithm

of the relation ao verisimilit• te (4.3.9). Assuming this arror U,.. to be allp, we

a - tf) it - I

o.. .ain 6 , t.Se (I t)r"(



ly substituting A-.7 in (4.10.20), it is simple to obtain a final expression

for the signal-to-interference ratio ql. It is interesting to note that -A with aq*

decrease in intensity ratio of the true and interfering targets. This is connected

with a decrease in systematic error with a decrease in due to which the accuracy

of compensation of interference is increased.

Fig. 4.22 presents [calculated by formula (4.10.20)] dependence -A-' on I( C --
q4

for a case of sequence of Gaussian pul.es with linear frequency modulation when

A, .0, various f and qo = 200 (this t6rresponds to D 0.9 and F = 10-10). For
qI

the considered law of modulation

C(4z:ze •" "
a~~~ ,(C) 22.4P• - • "(r=)

where • is pulse duration based on a level of half power;

4 is the speed of frequency change#

Fil..4.2Z ... /oedieo im-o

/fe/fe

-Ie-

For Fg. .o2. tafu e id s o w baonedi.,to-
pan c o oor tee rMoio in the ou put of

-.the procaosing system on .the distance
*,,. between Ut*~gete.

'i..Vor coprisn on the same figure there is shown, by a dotted line, the do-

.. pendence, of •'on ;C:{t - ,,' for the case of 1. when ls *haa crS, the expected

*"•



"signal is used. As can be seen from the graph, in the case of different intensities

of detectable and interfering targets, the shown processing method leads to almost

the same results (very unsatisfactory) as coherent compensation of a signal from the

interfering target, carried out in accordance with optimum processing. However, by

measure of the deurease of -e the effectiveness of compensation, both relatively

and absolutely grows. For example, when 10--0-a and IC(% -C)1%=0,2 detection • n

a background of an interfering target requires only a double increase of the three-

"hold signal as compared with detection on a background of noise if we use coherent

compensation, while Li the usual correlated processing with mltiplication by ex-

pected signal, detection in these conditions is practically impossible.

The considered emiple confirm the expendiency of the practical use of the co-

9 herent compensation method for distinguishing useful signals on a background of

" powerful interference reflections from false targets. When using the method, one

, s. should, however, consider that good results can be received only with accurate tech-

nioal achievement of compensation. With this, the most substantial role ii played

by equipment error in the measurement of distance and speed and error in setting up

the amplification factor of the compansation channel (see (4.9.19)1. Due to inevita-

blem•perfection in fulfilling all these operations, growthof A during decrease

•f .- , in practice will take place only up to a definite value of f•t the Imlier,

the bigger the indicated errors.

Let us consider a case of extensive interference. The signal-to-intererene

ratio q4 ,, corresponding to option processing of received signal, is calculatsd for

this case by the forwala (4.9.4) with use of results of paragraph 4.9.3.

Substituting (4.9.2•) in (4.9.*4)J we obtai

P. 0 I Ur)14do. (4.10,21)

Speotral dentity S4) is dete•rined in the caie of single twnuasssioes by fm-

la (419,25), and iA the ase of periodic al o y fonwila (4.9.26).

*! 4
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If the main signal is a complexly modulated single transmission with a nonperio-

dic autocorrelation function C(O,then the spectral density of modulation S,(&,), in

(4.9.25), is a slowly changing function in comparison withSO(r, )).Therefore, disre-

"garding, as before, the distortion of the modulation due to the Doppler shift of

the spectral components and assuming in (4.9.25) a=!. and also considering that

(see Section 1.2)
l Ur (w) 1' = TD.Sx (,.),

it is possible to write the expression for q, in the form

-I S.(0) d (4.10.22)
•.- ~ ~~I + -. ,• -S,,( aw,.)

Let us consider for comparison the signal-to-interference ratio for this case

when using the expected signal as support. Considering in (4.10.1) a(x)S,(xW) z

S(,)SP(s. w) and dil, ,Af, 1Af, is the width of the spectrum of modulation), and

also considering the property (1.2.7) of the function of uncertainty IC(O, W)j', we

obtain I

q, q#
1+ (4.10,23)

where

61,1 M)-i k(o+0 ' (oi do.(i'o':'• •'* (f) •*; "" + ) (.Id,,(4.10.24)

lfl as t.his usually occurs, the Dopplar shift Aa is wall as compared with the-

e frective width of the modulation spectrum, then it is possible to replace I.A )

in (4,10.21) by

+ !,t (4.10.239)

With these same oodtitions, it Is possible to make a similar replaement in (4.10.2)f

Compurison of (4.10.23') and (4.10,22) shows tVat these exprssiaw coimide with

*J,



-" rectangular spectral density

%0 I0>1~~

when, as one may see from (4.9.27), the optimum support signal coincides with the

expected.

With this,

"".',+ (4.10.25)

Signal-to-interferense ratio q, increases by measure of the increase in effec-

tive width of the modulation spectrum Af.,.

During less steeply drooping spectra of modulation the advantage of opt4.um

* processing become notieables. For eaple, when

the relation of mapatudes qj, detomined by formulas (4.10.23') and (4.10.22),

2 $a

,if

a more rspidly droopn e pectmai

t, with indrease of the iats stto me• o-no rreateio V dinrdshas more alotlys

wht y-,,IOO vapituwI J* 'O,7, lose# it is 3# timos more than in the Procedim~

exmm e. When N.d re3atics r~ a
Newse we cam comlude that brasr of the increase in st~xeepes of the drep

ofthe spectrum, the loss due to the two of comrlatod processin with sultip3lift.

tion by the expeoted ulgal deormass.



The physical value of the regularity obtained consists of the following. As

was shown, optimum processing of signal during extensive interference includes sup-

pression in the expected signal from the target of the spectral components having the

biggest intensity in the spectral density of the interference, which in broad terms

coincides in form with the spectrum of modulation. With.this, the spectrum of the

support signal is compressed and expanded due to the relative increase in components

outside the main maximum of the spectrum of modulation. The result of this is an

increase in the quality of selection with respect to distance (resolving power with

respect to distance) and simultaneously an increase of intensity of noise passing

to the output of the receiver. The steeper the spectrum of modulation, droops, the

greater increase of lateral components of the spectrum is required for a substantial

increase in resolving power and the more noise increases. Consequently, with a

given interference-to-noise ratio, the gain due to optimum processing of the signal

will be less. A signal with rectangular spectral density of modulation does not

niave lateral components of the spectrum; therefore, the gain of optimum processing

with such a signal is absent.

We will examine similarly a case of periodic modulation of the main signal.

In this case, during high speeds of motion of a target and radar set, an essential

rolh can be played by the difference in the Doppler shifts of certain spectral

components of modulation; therefore, in the derivation of the corresponding formulas

we will consider this effect. Assuming that A.?T>I and T>Tr, and substituting in

S(t(.l0.22)

IU•(,o)l' .2-'-L I, u,(k.O.)l&(,,,- k2,O,) (4.10.26)

and in (4.9.26), we obtain

I C

T S., (k,) ( .27)Sq' -z q° 0- (4-10

• . .. C.

,. . . . . . . . . .+ -.,. . S. . . . . . . .i... A , , ( , k -

,] whe;re i 1-1 c
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v% is the speed of target motion relative to the radar set.

'41 The magnitude of the signal-to-interference ratio essentially depends on Dop-

pler shift A-., and is greatest during maim.mm noncoincidence of the harmonics of

the useful signal with the harmonics of the interference. During m o, !1 maxJimum

occurs when (1 is an integer), and minimum - when Ao--Q,.

Speeds of targets, corresponding to minimum q!, usually- are called blind. When

"the gap between maximum and minimum is very large. With blind speeds of

a target, its detection on a background of passive interferences in actual conditions

is frequently impossible.

Dependence of q, on Aw, becomes less sharp and the effectiveness of frequency

selection decreases, if the speeds of the target and the passive interference rela-

tive to the radar set differ so ztrc-n2-y that th diffanni An Doppp.ler ah"ift-- of

the spectral components becomes essential. Physically, this weakening of dependence

* is explained by the fact that during the fast motion of the target relative to the

reflectors forming the interference, together with the signal from the target in

various periods, signals are selected from various reflecting elements of passive

interference, which are not correlated with each other. Due to this, the equivalent

spectral density of interference on input of the narrow-band filter expands. When

the shift of target relative to the reflectors of interference for the period of

repetition exceeds the magnitude of the resolution range with respect to distance,

interference in input of the filter by its properties approaches white noise and

dependence on A0,o is practically absent.

These phenomena can be described, using an exclusively spectral concept and

formula (4.10.27).

When A . 9, in all, in tIe denominator (4.10.27), an essential role is played

by one or two members with I" ---' k

If , then during all k aximum S#. q + -t(k--()),I. as function 1., has

the smem magnitude. When a,=/-a the magnitude of the maximum depends on k and with

S'- - """ "". . ." ... -" " "" " " ' ' 4•:" ' ." . •- "



a change of k from zero to k,.. kA it can change very significantly. If I
-- il

j 1% -- 1, then with a change of k from zero to kl the indicated maximum

succeeds many times in acquiring all possible values and as a result, ql weakly

depends on A,.. Thus, the degree of influence of the difference in the Doppler

shifts of separate spectral components is characterized by magnitude

2'~4. Iv~-.!T,(4.10.28)

wrhere M-- - c_ is the extent of the resolution range with respect to distance.
2..f

From (4.10.28) it is clear that the degree of influence of the considered

effect is determined by the magnitude of the ratio of target displacement, relative

to passive interference for a period, to the length of the resolution range Ad. With

the values of parameters typical for contemporary radar, 6 is quite small. Magnitude

Ad is limited from below by dimensions of the target and niitiAd• 10 .. With this value

of A/ and I', --- IO2--I191 m/sec, it is sufficient to take a repetition frequency on

the order of 1 - 10 kilocycles, so that 6 is less than one. In accordance with this,

it is possible to put in (4.10.27) Uj=(--! and, disregarding shift of spectrum S.,O(M))

to magnitude A,,. copy this formula in the form

_ _ _ _ _ __00 1_ S ..(kQ,) ( 4 .1 0 .2 9 )
t + S .. (L.Q ,) ESl0 I,q, '.q°~ •

2,V, .,
1= -0

qO S.o(w)dw

I S -_(OE S___,(___

-00

-;imilarly to (4.10.13) for the case when we used the expected signal as a support

signal, we obtain Iq, - qO 0

I((0) I.30)
F + "and (4.10.30) i cin w .

Formulas (4.10.29) and (4.10.30) in form coincide with (4.10.22) and (4.10.23'),

1. .................................................. .,.,..



* respectively. Instead of magnitude a(T)T, in (4.10.29) and (4,10.30) there is

contained

In accordance with this, the results (receiveU above for a case of single tranamis-

sion) of comparing optimum processing with correlated processing, including multi-

*i plication by the expected signal, can be extended to a case of periodic modulation.

Thus, in cases of sing) e transmission and a periodic main signal when Af,fT> I

I the result of comparing the considered methods of signal processing depends on the

form of spectral density of modulation. Difference in effectiveness increases by

measure of decrease in the steepness of droop S,•(i)[S•,o(,)] and is absent with rec-

tangular spectral density of modualtion, when the optimum support signal coincides

with that expected, and optimum processing is discrete. Near such spectral density

is, for example, function SM((,) for a signal with linear frequency modulation.

I 4.10.3. Selection of a Law of Modulation of the Main Signal from the
Viewpoint of Noise-Resistance in Reference to

Passive Interferences

Inasmuch as the properties of a signal reflected from a passive interference

to a significant degree, are determined by the form and parameters of the law of
modulation used, it is natural to expect that noise-resistance in reference to this

"form of interference can be increased by means of a. rtional selection of a law of

modulation. In this division on the basis of analysiB of the expressions obtained

above for the signal-to-interference ratio ql, determining the character of the de-

pendence of detection reliability on the form of modulation, requirements will be

formulated, which the law of modulation should satisfy guaranteeing relatively

-high noise-resistance in reference to passive interference*. These requirements

*Selection of a concrete law of modulatiou is untially iade from a class of laws,
possessing approximately identical properties, sxd ic determined basically by tech-
nical considerations.

I0



are different for cases of discrete and extensive interference, for which reason

it is expedient, as before, to consider these cases separately.

In the case of discrete interference, noise-resistance is determined by the

value of the function of uncertainty with values of Ar and Au,.•, characterizing

the detuning of the target and interference with respect to delay and frequency.

The lower this value, the better the target is selected on a background of inter-

ference. Inasmuch as target and interference position data usually are unknown

beforehand, it is desirable that IC(Ar, Ao)!)12 be sufficiently small during all

prior possible values of AT and A\w.. The best from this point of view would be

a signal, for which the function of uncertainty is near zero with all values of r, a

outside the main maximum (v 0, P.=0). However, the possibilities of creating such

*'2 signals are limited by the integral properties of the function of uncertainty

(1.2.10), (1.2.7), and (1.2.9) considered in Section 1.2.

" In accordance with property (1.2.10), the total volume, included between plane

.(r,) and relief of function !C(r. O)W. is conbtant. Thus, if coordinates rand :

-° of interference targets fill plane (. P.) sufficiently densely and evenly, then it

in i m possible to increase noise-resistance, due to rational selection of a form of

main signal (in any case, during the use of a correlated method of processing by

:3: multiplication by the expected aignal).

Froam (1.2.7) it follows that the sectioral area of relief of function IC(r, W12l'

* along axis r with an increase of IQ! diminishes slowly if IC(T):' has one maximum on

axis T and quickly diminishes outside this maximum. This area, which it'-is possible

to consider also as effective width At,.,(W.f) of the function of uncertainty with re-

. spect to r, diminishes rapidly only when the spectrum of modulation has a lined

structure. With this, function C(W) necessarily has secondar maxiams caused by

the presence of ambiguity with respect to distaioe.

Finally, property (1.2.9) determines the speed of decroeuase in the seotional area

of relief IC(t. Q) F w1th respect to D with growth ItI, which it is possible to



consider ai effective width AŽ..(r) of the fumction of uncertainty with respect to

"variable Q. Function AQ:,D(t) quickly diminishes only in the case of pulse radiation,

since phase modulation does not affect the character of change A,.Ž (r).

Fran the shown properties it follows that if we want to ensure equally good

resolving power on all the plane (c .1), then the best achievement on this path

would be the obtaining of a function of uncertainty available outside the limits

of the main t=imum when ii< !- (T is the duration of signal) and < I rAl,(Af.M

is the effective width of the spectrum of modulation) constant level, approximately

equal to Af 'Lo, decrease the level of function IC(.f-)i' outside the limits of the

main maximum is possible only on a limited section of plane (t, 0) by means of a

* redistribution of values of IC(v.0)i 2 Such redistribution occurs, for example,

during the use of a periodic signal possessing ambiguity with respect to distance

and speed, but then ensuring a very low level of jC(c.j))' in the intervals between

the secondary, maximums (see Section 1.2).

The influence of relatively small secondary maximums of the function of un-

certainty can be removed with the use of methods of signal processing close to those

considered in paragraph 4.9.2. Analysis of possibilities appearing in connection

with this will be conducted in Chapter 13 which is devoted to the problem of re-

solving power.

In a case of extensive interference, the signal-to-interference ratio does not

depend, as one may see from corresponding formulas of paragraph 4.10.3, on the form

of the function of uncertainty, but is determined by spectrum S.,(,.4 ) of function C(.).

The disappearance of dependenice on C(, Q.) is caused, as the transition from (4.10.1)

to (4.10.23) has shown, by the integral property (1.2.7) of the function of uncer-

*• tainty, in accordance with which magnitude Atp(Q). representing, as it were, the

equivalent extent of pulse volume (see (4.10.23)] is determined only by the spectral

density of modulation S,,((,,).

If function C(-) has the form of a short pulse, then the spectrum S,•((.) is wide

,%-
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an:d its displacement, due to the Dopple: rtift of the target frequency relative to

the interference, can be disregarded. With this, selection of a target on a back-

ground of passive interferences with respect to speed is absent and only selection

with respect to distance can be used. Selection of a signal should be made in this

case based on conditions of maximum

-oo -0 2N O • •

It is possible to show that with a limited frequency band reserved for a given

radar set, the maximum of q occurs in rectangular spectral density of modulation.

71owever, the optimum nature of such a signal is very relative. If we do not re-

quire equality of S,,(to) to zero outside a given frequency band, and consider the ef-

i',cctive band of modulation fixed, then a signal with rectangular spectral density

-.i.-is to many others, including a signal with Gaussian spectral density, although, in

general, the difference between signals of various forms with the same effective

band A., is not substantial. We can make certain of this by comparing values ,

corresponding to various S,•,60). with the same effective band.

For all signals of such form,the signal-to-interference ratio is determined ap-

proximately by formula (4.10.25). With large values of the interference-to-noise

ratio, the unit in the denominator of this formula can be disregarded. With this,
sn

L where s,, is the effective reflecting surface of the target;

so is the effective reflecting surface of the interference, occurring in the

"effective resolution range with respect to distance -c- , located near

the targ ;t.

This signal-to-interference ratio even with a resolving power of the order of

the dimensions of the target can constitute 102 - 10-. Detection of the target

with noticeable probability ,tth such a signal-to-interference ratio is practically

impossible. Hence we can conclude that to ensure high noise-resistance without the

/ '
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* use of selection by speed is impossible.

, Certain assumptions used in obtaining this result may cause one essential

objection. We assume that properties of the interference in the en Vironment of the

target do not change in a range outside which function IC(t. Q)' is practically

equal to zero. However, as ws noted above, it can appear that function IC(r, .) 12

i outside the limits of the main maximum has an approximately constant level in the

, ,":delay interval, an approximately equal duration of signal, even significantly ex-

c eeding the extent of interference. In this case, this assumption is not Xulfilled

and for an estimate of noise-resistance additional calculation is necessary. For

4 • a case of correlated processing with multiplication by the expected signal from
~!

:'• (4.10.1), considering IC(x--.Ao) • and disregarding noise as compared with

-. interference, we obtain

-Sit

where -• is the extent of interference with respect to distance;

*. as before, is the reflecting surface of reflectors forming the passive

interference and occurring in the volume of resolution.

"The siVgal-to-interference ratio obtained differs from the above considered by

L. times. If " 0"' 10-8. then to obtain ql, 100, corresponding (sea Section, i, Si• --

4.4), during slow fluctuation of .target, to probabilities of correct detection

0: ,D-.9 and fse als a-. it i0 eess that ratio i equal to

: 1:: 0 0 _ 10,. The observation ti.w f the esigal from any fixed direction for a radar

Sset in the conditions of the survey does not exceed 0.03 - 0.1 me. Henoe it tol-

lows that thn required signal-to-interferenoo ratio can be obtained oly at Al m

x 03-- microseconds (•0 - 1,0500 m in distance). At the same time in real on-.

ditions, the extent of interfer•nce with respect to distanco can be sinificantly

manr (up to severail tens of kiliasters).,

Thus, the calculation conducted also contirms the concluoia made that without

; the use of frequency selection we cannot ensure sufficient noise-resistance in

.1 2 - I



i rcf'rence to passive interferences in certain important cases, with any law oI.

modulation of the main signal. Such a selection in combination with resolving power

-. 'ri.th respect to distance is possible, as examination has shown, only with a line

spectrim of the law of modulation of the main signal. Only lined structure of spec-

trumn allows us to obtain a Last decrease of function 4XT-,,(Q) with an increase of JulJ.

The most widespread signals of such form are periodic signals with arbitrarily

intraperiodic modulation. However, a high ambiguity with respect to distance is

peculiar to these signals. The majority of radar stations, by selection of repeti-

Ltion frequency, do not manage to ensure simple selection with respect to speed and

distance simultaneously in all the prior interval of change of these parameters.

In connection with this, it is tempting to form a nonperiodic signal with a

line spectrum, ensuring simple measurement of large distances with sufficiently

large distances between spectral lines. For measurement of distance with such a

signal, as has been repeatedly suggested [65), we can use the differences in phases

Q1 certain spectral components of the reflected signal, and for simple measurement

- o' g.reat distances it is possible to use differences of- the highest orders. (the.,

difrorences of phase differences).

W, will calculat- the functions of uncertainty'- tC'(,. U)J and .magrnitude.AY4$()

u'o c such a sifgna]. Designating by A, and (0 amplitude and frequenc. of the J-th

,, pAkctral component, we obtain

Iti 140 1+41 U•4

I , , t t•h number of spectral coiponts.

+",, ,:. -I.,P .' ) I.•. i• a ,d that If lA l't l. f . - i I and 10 1'4ý 1 Uj' - .S l
lft

"-urins all I 4k,,. which should be fulfilled for good. selection with respect

O'k ertiquoncys thtn
*i IAA" ,,o' , " " • . .. ,Iu' (• "32

V. P

', i •t * • .
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Substituting (4.10.32) in (1.2.7),we obtain

sin', sIna

A'g(o) %; 2T % 2 2 T)IAj 14. (4.10.33)

In particular, with equal distribution of power between spectral components'IX (I Aj I

T

Thus, to decrease the resolution range with respect to distance AT;,.b and to

increase the resolving power, it is neceesary to increase the number of frequencies

"used. The same conclusion is confirmed and presented in Fig. 4.23 by dependence

,C(T) 2: for case n = 3 and lAl 2•= j- (1i, 2. 3). As can be seen from the figure, with

a small number of spectral components the function of uncertainty has large secondary

imLdmums.

-� I'I # - - lef

"-. .jgj,,o

Fig 4.23. Function of uncertainty
,.ICM, for a signal with line neo-

trumwhien n 3. /

Of signi•ti_• t interest is the question whaether an. inrease in spectral compo-

nents must be acopsied by apprwimation of a formed signal in its properties

'to the ustiaUW utilized pezlodic signals, or whethe•r a aignal with seigificantly
Al
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higher selective properties cm be obtained, Baed an physical considerations, and

"also considering the available results of the theory of almost periodic functione,

it is possible to doubt the ewdstence of such a possibility; however, oertain pro-

greoss along this path my bes apparently, attained, and the solution of this prob-

lem deserves attentio. At present the only signals accessible for practical use,

with line spectrum and high resolving power with respect to distance are periodic

"si.alfs possessing the advantage that their obtaining will be considerably loes

"difficult technic•lU •, than obtaining signals formed from separate sinusoids. There-

fore, during the following prosentation we will orient ourselves in this form of

main signals.

If we assume that the Msnl should be periodic, then for a final determination

of its properties it reamne to select the form of Intraperiodio modulation, repeti-

tion frequency and resolving power with respect to distanoe, determined by the

effective width of the spectm of modulation. From• i po moduila there

S:is required only a suffioie• y fast decrease of function ICo(v)l' a the absence

of *'oo u m mm f this foction. As we show in Section o.2, suffciently

good propefties from this point of view are possessoed for om, lep, by sigals ith

phase-oode 2,il=a and certain PAUl simmas with linear frequency modulationj

regarding the adviat o of omn of these forms of modulation, If there ars such,

, they are purely t*Weifal and are connewcod idth the rea'AWion of a moduator and
•. •: recei:ver.

* The greatest difcl iesa ns during selection of the repetition frequency.

With this, in most oases it is neeseary to chooes between ambiguity •n distane and

speed iaime we canot emn" Simple aa nt of both pa•mesters sletaneas.

%,, frequently, a problemt of sapl ofnent speed Is no set up and ambiguty

i, distacse is itrodtued odn become wh i low repetition freqecy detersdned, b

nina dist4ane, the catrelatiom of ioteaferemne in m I Ioh .g periods turns out

to -be weak and the qality of frequeny sle tio• Is lowered. Thi question wUl

*,. .. 2 9.•V.



be lonsidered more specifically in the following paragraph. Sometimes ambiguity

. can be removed by using certain additional measures, part of which we shall now

consider briefly.

The simplest method of removing ambiguity in distance is to consider the tar-

get at the moment of detection to be in the remote zone of ambiguity of the number

of zones in the range of the radar. This method will apply, obviously, if the

* number shown is small.

•v.'..• For removal of ambiguity both in distance and in speed we can use wobbling of

the repetition frequency [68], which must be carried out fairly slowly in order

not to affect the quality of selection with respect to speed. Let us assume, for

example that to remove ambiguity in distance two changeable periods of repetition

Trl and Tr2 are used. True delay v is connected with delays and ' relative to

the beginning of the period, by relationships

_= kT,1, +, (4.10.34)

then when T,I>T, one of the following equalities is necessarily fulfilled:
k* 2ka,=l. if , > ,

kimak,+ 1. if '<c
Using these relationships, it is simple to exclude k1 and k2 from (4.10.34) and

to find T. The essential deficiency of this method consists of the fact that in the

• presence of two and more targets insolvable with respect to speed, we cannot eliminate

ambiguity because of the impossibility of identifying the pair of values , and v2.

S Signifiatly more promising from this point of view is the method of smooth change

of period with the simultaneous tracking of detected target with respect to distance.

For esmm3s, if the period chman.e linearly, then the identification marks of the

targets, being in the first interval of ambiguity from the radar are motionleses

in the second interval they move with the same speed, with which Tr chagee0, and

.:::, in the k-th intrval .with a speed (k - 1) times greater. Measuring the speed

- .'



of motion of the identification mark of the revealed target, it is possible, thus,

to remove ambiguity with respect to distance.

The same method, obviously, will apply for removal of ambiguity in speed. If

the signal from the target occurs in the narrow-band filter of the system of de-

tection* by the k-th harmonic, then during a change of repetition frequency, the

frequency of this harmonic •hanges with a speed k times greater than the speed of

change of the frequency of movement. The law of change of period Tr should, Cer-

tainly, be chosen to exclude the effect of target motion.

Tn certain single-purpose radars, taking into account the possibility of the

presence of passive interference, it is expedient to use a high repetition fre-

quency ensuring a simple lock-on with respect to speed. With this, there frequently

*2 appears one more difficulty, connected with the impossibility of using spaced trans-

mitting and receiving antennas, and consequently, with the impossibility of ensuring

the required by-passing of receiver from the transmitter without cutoff of receiver

for the time of radiation. This leads to the necessity of using a pulse signal and

to the appearance of blind zones with respect to distance. A signal from targets in

"blind zones arrives when the receiver is closed.

To remove the effect of blind zones and simultaneously to eliminate ambiguity,

tho search for target and its subsequent range tracking can be accomplished by

means of change of repetition frequency. Ihn tracking conditions, this change must

. be made in such a manner that the signal from the target is always in a fixed point

of the period. With this, as it is easy to check, distance can be calculated by

* formula

* ~d(()=~

where T, (1•) and are) a the current values of the period and its derivative;

"*In the presence of ambiguity, the block of filters should, obviously, cover
only a range of frequencies, equal to the frequency of repetition, and the channels
with respect to distance in this case should cover only one period*

*:, :'



v(I is the current value of speed measured by a system of tracking with respect

to speed.

In radar systems, before which a problem of simple measurement of speed is

not placed, but only the reliable selection of a target on a background of passive

interference is required, a change of the frequency of repetition in the process

of work, and also simultaneous work on several carrier frequencies can be used

to remove the effect of blind speeds in the working speed range. These methods of

combatting blind speeds will be examined in the next paragraph during the investiga-

tion of methods of separate processing of discrete periods of the signal.

4.10.4 Concerning the Question of Selecting Resolving Power~
with Respect to Distance

Till now in this chapters the target always has been assumed to be a point (smal4

as compared to the extent of the resolution range with respect to distance). With

this, for extensive interference, noise-resistance always increases during expansion

of the spectrum of modulation, i.e., with an increase of resolving power with respect

to distance. During decrease of resolution range Zd it sooner or later becomes com-

parable with the dimensions of target 1 and the idealizations taken ceasG to be ful-

filled. The question, arises, whether to increase furthep the resolving power.

In order to answer this question accurately, it is necessary to solve accurately

4 the problem about optimum processing of a signal from an extensive target, With

this, one can hardly be limited to investigation of a model of a target In the form

.. of a combination of brilliant points, since in the theory of radiovision, transition

to which occurs when M.•l,-an essential role should be played by the detailed

study and comparison of "thin" structures of reflected Pignals from various targets

for manifestation of their similarity and differences. With this, there appears the

*Herae in essence# is considered resolving power, ensured during correlated
processing with multiplication by expected signal. More specifically, the proble•m
of resolution of targets will be considered in Chapter 13.

Y*
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problem about the scattering of modulated electromagnetic waves on objects with

dimensions of heterogeneities, comparable with wave length, corresponding to the

difference of extreme frequencies of modulation. Solution of these problems is

so far a matter of the future. Therefore, here we will be limited to discussion of

the question about selection of resolving power from the viewpoint of the contemporary

level of development of radar technology and contemporary ideas in this region.

Let us consider first of all the question about the consequences of decrease in

resolution range to 1 and below, from the viewpoint of fulfillment by the radar set

of its basic functions in the absence of interference. To these functions belong:

the detection of a target or a group of targets and the determination of the parame-

"ters of the trajectories of the target. For idealization of target in the form of

a combination of brilliant points, the quality of fulfillment of these functions can

" ibe investigated quite strictly.

Analysis of detection conditions can be conducted with the help of the results

of paragraph 4.9.1. The function of correlation of the signal from the target is

determined for an extensive target by formula (4.9.1), and function V(tp t 2 )P in

(4.2.2), can be written in the form

V(I,, ,1= a (i-t ta-- Wa (11 1,)

where WO"a(, 12) ia determined by equality (4•9.8), We will assume now that t(x) and

* r(x, t) change slowly as compared with C(x). Then it is possible to convert both

parts of equation (4.9.11) according to Fourier witn respect to x, - x2 , considering

x, constant. As a result we ,obtain

. w, (x,$, Is~, 4). 2 J" (-, s, 4,) SM (S) r (X., 1 ,) dl (4,10-35)

t 0

where wl is the result of Fourier transform from w(x1 , x2, tl, t2) %ith respect to

x1- x2.

".quation (4.10.35) can be solved relative to w, as functions of time for exsrm

--mm~mm ~m



cases of slow and fast fluctuation by methods repeatedly used earlier. For brevity,

"here we will limit ourselves to a case of slow fluctuation. With this, wl(xl, a1, tI, t2)

does not depend on time and

I _ '(X2)) ds. (4.10.36)

Substituting this solution in (4.9.8) and then in the expression for V(tl, t 2 ),

relationships can be obtained, determining the character of optimum operations,

K•- which in general form are very complicated. It is possible to simplify these opera-

tions by approximating SM(s) in (4.10.36) a fI-shaped curve. Then

V01. 4) .Re " (€-V) U ' 01.- r Y'' -x " d (4.10.37)
0 + ,, '

From (4.10.37) it follows that optimum processing of a signal from an extensive

target during the assumptions made includes optimum processing of signals from

separate points of the target and the integration of results of processing with re-

"spect to delay, with weight depending on the distribution of the reflecting surface

with respect to the extent of target. By, approximation it is possible to carry

"out this processýng with the help of a finite number of channe.s, detuned by dis-

tance approximately by magnitude Ad, The output of the channels should be stored in-

coherently. Signals receivable on each of the ciwnela, for the considered model,

can be considered statistically independent. tnxthis caseo, the charecteristics of

detection ame precisely the same &a in the oase of the simultaneous use of the

frequency channels considered in Section 4.6. From analysis of the characteristices

it follows that during slow flncttation, optimum. magntude of resolutio range ewsts::

I • •I•r[,n' tb•P'

and during fast fluctuationj, the quality of detection is lowered with a decrase of

Ad (threshold signal is calculated approximtely as

Thus, it conditions of statistical indepandence of signals reflected from Sept-

., a -te sections of a target. Are executed, and tho target fluctuates slowly, an increase



K',• of resolving power up to a definite limit is meaningful even after Ad corea up to 1.

The fact that this gain coincides with the gain due to the use of several frequency

channels, allows us to choose between these two methods of increasing free-space

range. At present, from technical considerations, preference should, apparently5

* be given to multifrequency radiation.

During measurement of coordinates of an extensive target, the ques-

tion arises. as to what is implied by measured coordinates. Apparntly,

it is expedient to spwak of the coordiantes of the "radar center of grAity" of

the target., If signals from separate sections of the target fluctuate independently,

then the center strays in a random manner along the surface of the target and at any

-; resolving power errors of determination of true target position cannot be signi-

ficantly less than the dimensions of the target. This conclusion is completely

9 confirmed by analysis of the accuracy of distance measurement conduoted in Chapter .7,

Vol. II. Thus, from the viewpoint of increase in accuracy of measurement of coordi•-

nates, the discussed increase of resolving power is not meaningful.

We will observe how the increase of resolving power affects noise-ruistaoe in

* reference to passive interferences. An inrease in the signal-to-interfeeno atioM

* during expansion of the modulation band which takes place because of dereas in

reflecting surface of the interference occurrixW in the resolution uz• in reepeat

* to distance, will, Obviously, continue. ottly until Ad>4. atud theu this growth Ai])

* stop or, in any case, vili be delayed (the- specJL0io form of' dependence, in dcterqUind

by.the operaties of the tarSet and the interference). At the same tim, during

f.urther increase of resolving power (see pAntraph 4.10.2) ~oaditions worse foi

, selection of a moving target with respect to. speed.

AU th, above mntioned arguments against i-wreasing the resolving pow•r Str

the resolution range becomes coiparable wth the cansioms at the tarfl t a

*,based on conteopon•'r ideas about the problems Nd aoibilties or radaro. hMyI

in the ruture we will .ma t to apply Increa-sd rasolving power (rasiovision) for

* identifica•ton of targets and for .saixing out targets on a background of passive

*1Q .¶ ii 
-
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interferences. During resolution of these problems, correlation of signals reflected

from separate sections of the target should, apparently be used. The study of the

problems cormected with radiovision is only now starting, and it is impossible to

predict all the difficulties which will arise and all the advantages which we will

.manage to put into use. However, it is possible to affirm that transition to a ful-

ler use of a line structure of signal will require mUltiple increase in the signal-

to-noise ratio) since the quantity of information transmitted along the radat chan-

no). wll, increase, In connection with thi:, in.syst.eW.of rrsmoge detection, iof

is possible that in the future rasolving power on the ocder of the dimensions of the

target will. be used,

.* . 4.11.,atifoceui. ot Pets-V ~ie. .tna in the''•:4411. Sepofatessierssier of

Ana~ysis of: the- dope~neno -of dottc~tom quaity na 'the u-sed law of modulation.

-off. the wn s. al has- .ska..ha #04 tiOn. o.- t et WV a bacco.md of-,

Utake 4 ~ ant 0.fl --m

r,1U -w' Wih ra-

..Viape -' AV whr - it W. it .,i - WO. re..avmna. oe .. foa
xiv si t'fl4Lt of th tin c bys siA tlcW -,p- :z'gv4l$ poia Lat orm ofithnalse

t .4 histanc e tat is m noa3t ed#in. &plm o~tet~o wth thteiv ait A is at toe

inte,--,iodl sp.. '1i. --w~w wli t-M r. .-
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to
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..interfinces, to which this paragraph is devoted. With this, in accordance with

the general aim of this book, we will find the optimum methods of intra- and inter-

periodic processing, assuming a separate character of processing from those given

beforehand. Along with optimum methods, we will consider practical methods of inter-

periodic processing, which is reduced to period-by-period subtraction of any mul-

.....tiplicity of }results ,of intraperiodic processing and subsequent incoherent accumula-

:ticn. [65, 66, 1, 59].

4.11 ..1. Optimum Intra- and Interperiodic Processing

....During separate processing, the received signal is divided into sections with

a-.a dirationequal to the repetition period of modulation (for brevity we will call

these sections periods of reflected signal), and each of these sections are processed

as if it were unique, i.e., it is multiplied by the support signal and is integrated

or is passed through a corresponding reducing filter. The character of the optimum

processing of separate periods is determined by the results of Section 4.9, relating

to a case of single transmission, since each separate period ef modulation dan be

considered as a single transmission,.

- "The effectiveness of a circuit of intraperiodic processing i--determined by the

output value of the signal-to-interference ratio, which we will.designate by q and

which is determined by formula (4.10.22). In iar.graph 4.10.O2 it wai shown that

with steep-drooping spectral densities of modulation, near to rectangular, the re-

- placemient of the optimum support signal by the expected signal does not lead to an.

essential decrease uf the sifnal-to-interference ratio q. In connection with this,

for modulation spectr& satisfybig the shown condition, in the presonoe of pastive

"interferences the same processing.can be used as in the presence of noises only.

As a result of intraporiodic processing with the use of support signal 2(t, v)

4• we obtain a sequence of nmagnitudes f• (I, I ,)

0 r-.
_N' ,:• ,.. • Z (, )lld ,( , l l

*.,,.-. -,,, *-* ''. £ i



"which must then be subjected to interperiodic processing. Magnitudes , are com-

* p.Lex. The real qf, and imaginary ip, parts of these magnitudes due to the assumed

normality of the received signal are distributed by normal law. Joint distribution

of magnitudes 4:. W .. n; V1, .., •,n can be represented in the form of [9]
•, ~~P (?v, • ,- ,h,. •, - (4.11.2)

- exp -- W l ,

where W1,, is the element of matrix 11 Wj, inverse to correlated matrix II11,

elements of which are determined by equality

.(4.11.3)

If P,, P, and P, are powers of signal, noise, and interference in the output

of a system of intraperiodic processing, then

•"." ',R Jk P ep (I. k) e-" (.-*) • + 11J ,k + P~r (i, k), ( . 1 4

where p(j.k)-=p(IT,.-kT,) is ohe coefficient of interneriodlic correlation of the

: I fluctuation of the signal from the target;

r U, k) is the coefficient of interperiodic correlation of x:eflec-

tions from passive interference;

4=; AWT, it the Doppler shift of signal phease for a period.

iFurthOr, it is convenient to unite noise and roflection from passive interference$

under the general desigiation of interferenco and to introduce the coefficient of

"correlation

In (4,11.4) to reject ininterioj. ractor Pi,4 + 11. aind, wh~ile preoierving dusigriation

TRh for the function being obtained, we presont it in tho tom

It is necessary to note that, irasmuch 4 the relations reooivod dopend on

the results ýf a isynthesis of an optimum mothWi of procsaing ror a se.

S,.- . .fb..

. . . . . . . . .. . . . .. . . .:-.-.. . .
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transmission, the assumption concerning the fact that fluctuation does not distort

the law of modulation of the reflected signal, as before remains in force. There-

fore, during continuous emission, we consider that p (1, j+I) and r(I, j+1) differs

little from one. In the case of a pulse signal, it is sufficient to require small-

ness of random changes in amplitude and phase for the pulse duration. With this,

the degree of correlation between neighboring pulses can be completely arbitrary.

Considering pulse signals widely used in practice, we will not in the future restrict

the limits of change of r(i, k) and P {j, k).

. The synthesis of optimum in"erpgriodic processing of signal aid the calculation

of detection chara-.teristics is conducted in full bonformity with the method described

in Section 4.1, with the only difference being that integrals with respect to time,

ini the final formulas, are replaced by sums. The relation of verisimilitude in the

considered case (4..11.2) can be written in the form

where X, is not dependent on f,-coefficient;

n is the number of jointly processed periods,

o (J, k)is determined by equitlon

," v )(Jr- (•, k) + (I k) '', (4.U-.6)

bl- jlf.? a discrete analog of equation (4.2.4).

"In (4.11.6) ',1,W(I)- designates theo matrix t ,he correlateO matrix

,". K. An - A n Can be seen frr 4.11."), for acceptant•-co a'

@S pateence of talrget,, it is s•uXticent to onpare 'with th. threshc1d the gitue

~~~~~s ".' . u"

'rlhe claracteristic :function of magnitude i. In obtainod by diret intl.gration,-

¼' .. .. *U,,*



with the use of distribution (4.11.2) and is determined by formula

t (4.11.8)

Applying to determinant (4.11.8) the method used in an analogous case in Section

4.1, we obtain

:, (q)--exp S G(i, j; y) d- (4.1-.81)

(0 J=.

where 1(0 k;y) is determined by equation
B 6(0 k; y) - y G, (j, 1; y), (I, k)=-v (j, k), ( .l 9•i,

and
0,i k) vi 1) R;,. ,l~O

Inasmuch as when concluding (4.11.81) that no limitations were imposed on the

form of function v(J, k) this formula can be used for calculating the characteristics

of detection of nonoptimal aystems, the signal value in the output of which can be

represented in the form of (4.11.7).

Let us turn now to detecting optimum methods of Interperiodic processing for

various spocific cases. The solution of this problem, as one may see from (4.11.?)

and (4.11.5), leads to the inversion of the correlated matrix of interference fr 0(j, k)!1

and thri solution of eqution (4.11.6). This solution it fully analogous to the so-

lution of the corresponding problems of section 4,9 and loads to fuLly analoge.us

'. results,

We will start from a case of slow fluctuation of reflected igaal, when

-~~~~~~~~ p(.01i4k~t.A ± ayt hcteslution of equation (4.11.5) iný

this ae is written in the form 'fsoc (4~.9.2)
•~~- +,.-

where

V U

a . • . -. . .... *A , ~ ..



Substituting (4.11.11) in (4.11.7), we obtain

(4.11.14)

whence it is clear that optimum processing is reduced to formation of real and imag-

inary parts of the sum, in (4.11.1.4), and the sumation of their squares, For a

final explanation of the character of these operations it is necessary to reverse

the correlated matrix Of interference and to calculate the weight factorsZ, (j= I..... n).

Elements of matrix I1w(1,k)!l satisfy equation

w (jI r.(.)

If ro(l, k) depends only on difference I - k (the fluctuation of interference,

as was already noted in Chapter 1, during solution of detection problem can be

considered stationary), then, an is easy to see,,w(J.,- k) possesses the follow.in

properties of this equation:

Not imposing any limitations on the relationahip between observation. tiimT " r' ...d

Scdi'ralation time of interference - canmt solveA 3: quatGoN W (4.llJ Y for 4.. partl.

" ..cul. r " ao of fractional -ratio l spetral. densty Sto the,

funetion of correlation ro(iDk). Let ýUs romn tnat the r~sut o diec-ete

P*u rid~r ti'ansfzm~o( -function r'Q) 1 67),.ie c.Alled* te Ispootral -densitry of a statiqnary..

ran"om sequence with correlation funeti•onr(l. .

*": .SQ4, •._ • . (4,11.17) ::,

%k .40

-to which corresponds the following inverse tmnafsornation:.
• ... ,. .. . " v •i -• :" : •: : L"" • . •.. .



This inverse transformation frequently is conveniently recorded in the form of

an integral with respect to single circle I z I on complex plane z-.:e:

(4.11.181)

r (t)='I S' (z) z'-'dz,

where i4t

, -g (z)= S lnz)•

Thus, we will, assume that spectral density S.(1) has the form

S. (1)= pO), ,ia,•...•. (4.11.19)

and that the number of Jointly processed periods n> 2m. Substituting (4,11.19)

in (4.11.18), and then in (4.11.15), we obtain

¶w (/.I) S 2------dz~- 8 A (4.11.20)
. • ~I PW il •

- We will apply to both parts the operator

a.a, T k) T k).

wilere T (v. k) is the translation operator on v of periods with respect to argument

k ý(.similar to the method used in paragraph 4.3.4). Inasmuch as, for the left part,

such a transformition is reduced to multiplication of the integrand by /'t- ) we

obtain-

We'i result is true only when ,n -• .-,Zn -, . sinco during other k, the *ppli-

-,cation to- the right side (4,11.20) of operator T(m ) conducts this "h- -t, side

beyond the l-imits of interval (.i, n), in which it is determined. Thu. s'Xe.t. unca-.

* elatod a"e the left upper and rght lower angles-of the submatrix of the mat~~

(I f, k) ! of the order of m. To calculate these submatrices we will use the fol-

lowing- me I thod. ?he assumption made that n>2m, allowa us during 4-.in+tto apply

to (4.11.20) opertoar a.T(-v.k, With thi,, in (4.11.20) unw r the intgral in
0-I

•! °* c-.



the denominator remains the function

2"<: ~~~P'(z)=a, -+-a, -j -in-.. +ra*

not having, if we accomplish the process physically, zeroes inside a single circle.

The integrand in this case can have only a pole in zero of the order of v=k-I-mn--!.

Attributing various values to k starting with m + 1, we obtain for w(J, k) a system

of equation of the form

"W Uw(v)C,-, 1-, 2, (4.11.22)

where C. is the deduction of the integrand at point z = 0.

System of equations (4.11.22) allows us consecutively, by columns, to calculate

elements of matrix Ilw(j, k) I.

S..The transformations used above are useful also in the case where in the numera-

tor in (4.11.19) there is also a polynomial. However, in this case they do not lead

to final solution, but only somewhat simplify the system of equations.

Application of the method used of transformation of correlated nmatrices is

limited also by condition n>2m, In a case of spectral densities of a low order

this condition is usually fu.1filled. Whwn n <2in apparently the only method of

S solving the problem is the well-known method based on Cramer's rule. Solution for

* n 2, 3, 4 is found by this method in [9].

Using, the described method ot transformation of matricoes, we will find optimum

. opra..ions forU case when .SW) is approximated in the .following manner:

whe~r. AWi is. a-coefficientj standtardizing !r.ii.J tL, un~ity**

pec t tal density (4,11,23) 'is a discrete atlog of spectral. density

"owverg4uit at m .o-0 and fixed bwW to Gaussitn, With various values of m and 3

function (4.11,23) caa be used for approxtnition of a broad class of apectral dzein-..

'tie*eof intorferance, The correspotding function of correlation has the form

*W;" *.
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!'! r, {j(,k) -•!h whon in =- 1,

r*(k)- fk= when in .,

If m is infinitely increased, preserving band Al with respect to level 0.5

of spectral density S, (i) of the constant, then

(4.L11.24)
Cal (1k) Ili-ki (a)If~x 41)(ri)- a)'-

where
"a In2

For the considered approximation, with the help of (4.11.21) and (4.11.22) we

obtain .I M + V/)m
A,..•(i - (i) kI/-4-lv!

, . 2In order to simplify recording, in (4.11.25) it is asumed that when n,<v.

Substituting (4.11.25) into (4.11.12). when J<m we have

Z_, - 104C ). ),. (4.11.26)

When m<j~n--s the aum in (4.11.26) is replaced by (0--e'•°),,, and the values of

Zj when i it.-- ti can be determined from (4*11.26) with the help of the property of

symmetry

"ensuing from (4.11.16).

Operations on the received signal, determined by relationships (4.11.14) and

(4.11.26), in the general case can be carried out only with the help of complex

computers directly carrying out all necessary mathematical transformations of magni-

tudes fj. At the same time it is very desirable to consider the possibility of

realising these operations with the help of radiotechiical means, which contemporary

radar has available. Such possibilities edxst for certain specific oases.

We.will asume that neighboring period* of interference are -trongly correlated,

i"* li

*v--S
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so thatf 'ý;I. With this, the output value of signal L for an optimum system can be

represented in the form

~ eI(rn)~Iy,.j.(4.11.27)

The internal sum in this formula represents the difference of the m-th order of

magnitudeq J.,, ff_,,,+,.... b. It follows from this that optimum operations (14.11.27)

can be carried out with the help of m-multiple period-by-period subtraction with

subsequent coherent sunmmtion of remainders and formation of the square of the

* modulus.

*: For signals from all distances m-multiple subtraction can be simultaneously

realized, using m of the subtracting potentioscope of systems of period-by-period

. compensation (PPC) on ultrasonic delay lines [66].

A deficiency of the first variant is the presence of "background" of potentio-

scopes connected with the irregularity of the sensitive layer covering the target

and leading to an additional increase in the remainders of subtraction, camouflaging

the target.

"In systems with delay lines, an additional increase of remainders occurs due

to the instability of the delay. A deficiency of this kind of system is also the

"difficulty of changing the period applied in certain radar stations to combat blind

speeds. A nositive characteristic of systems with delay lines is the fact that in

A thoen iubtraction can be carried out on an intermediate frequency and, even if

*.�subsequent accumulation is produced on an intermediate frequency, it is possible for

the Lfainttion of the square of the modulus in (4.11,27) to use the square-law do-

* toctor. With this$ all the processing system is sixgle-channel, while in the sys-

ter,. with potentiosoopes the presence of two channels for the formation of the

squaro of the modulus is necessary,

* In general, none of the copared PPf systems possesses decisive advantages;

,.-. ,: theroforo, each of them is used depending upon the specific conditions of the work

of a gJ ven radar. For the coherent aocumulation of raiminders of subtractiou we

> 4



can also use a potentioscope with accumulation of charge (or delay line with feed-

back).

The general form of functional diagram of a receiving mechanism with low-

N frequency accumulators is shown in Fig. 4.24,a. The received signal proceeds to

a filter of optimum intraperiodic processing (reducing filter) and then, with the

help of mixers with sine and cosine reference voltage, is distributed between two

quadrature channels. In each channel there occurs a suppression of interference

with the help of a PPC system, after which there is carried out a compensation of

Doppler shifts of phase of signal from the target and the formation of real and

imaginary parts of certain components in (4.11.27), then accumulation and formation

of the square of modulus. During the use of systems of interference suppression

and accumulators working on an intermediate frequency, the diagram is considerably

simplified and is reduced to the form shown in Fig. 4.24),b.

•e)

U0

Fig. 4.24. Functional diagram of an optimum system of
detection with interference suppression.
a) on low frequency: 1) dia m of intraperiodic pro-
ceasing (reducing filter); 2) phase inverter on 900;
3) interference suppression device; 4) accumulator; 5)
square-law generator; 6) relay,
b) on intermediate frequency: 1) system of intraperi-
odic proceesu ; 2) interference suppression device; 3)
accumulator; 4) square-law deteotor; 5) relay.



It is possible to carry out all operations without the use of a potentioscope

and delay lines with the help of filters, pulse circuits of comparison, and similar

elements; however, such a circuit will be able to process the signal only from one

definite distance, as a result of which the advantages, on which we calculated,
h

changing to the consideration of separate processing of periods, are completely

lost.

"It is necessary to note that the diagrams of Fig. 4.24 are calculated on fully

defined values of phase shift, i.e., at a fully defined target speed. If the speed

is unknown, the system of detection should consist of a combination of channels of

the form of Fig. 4.24. Branching to channels can occur after suppression of inter-

ference. During the examination we did not also consider the Doppler shift of the

S- interference, i.e., we consider passive interference of something motionless or

moving with known speed, the knowledge of which allows us to compensate for the

Doppler shift of the interference ("stop" of interference) before beginning inter-

periodic processing.

"We considered in detail the case, most interesting for practice, of strongly

correlated interference. In the other limiting case when a=O optimum operations

are turned into the usual coherent accumulation. During intermediate a, as was al-

ready noted, optimum operations for the considered case cannot lead to a form useful

for technical realization with the help of known electronic circuits.

In the considered case of slow fluctuation of target, one can obtain a very

graphic solution, if one were to assume that the angular dimensions of the inter-

S forenco exceed the width of the beam so that interference begins to be observed long

in advance (at least, for several times the correlations of the interference) before

the beginning of the reception of signal from target and continues to be observed

after the reception of sigral from target in completed, 'With this, i nmanages to

be free from the influence of boundary conditions at the 'ends of the interval (0,T),
•,4
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considerably complicating solution in a case when it was assumed that outside this

interval, signals from interference and from the target are not observed. Consider-

ing T > , a solution of equation (4.U1.15) can be obtained by Fourier transform:

,(;k- e[ 4 eaU_,dl. (.1i.28)
-ut S, (A)

"Designating the value of the bunch envelope g(t) at monr-nts 4-kT, by gk-, (G

:L' is the moment of passage of the front edge of the diagram through target), taking

"into account (4.11.28) we have

E W(U-1) e "'gk.,= -59-) ' (4.1.1.29)

where G(I) is the spectrum of sequence g1 "

Substituting (4.11.29) in (4.11.14), we obtain

0I

L., (.1 ( 30)
-n

where F(I) is the spectrum of sequence h.

Optimum operations, corresponding to (4.11.30), can be carried out in the funo-

'.K tional diagram represented in Fig. 4.24,a. The system of interference suppression

"in the given case is a rejector filter with frequency response and the accumu-

lator is replaced by pulse filter G'(1), coordinated with the form of the bunch,

,, Comparison of signal at input of relay with the threshold occurs in this case con-

'• tinuously. xcceeding threshold at any monent indicates the presence of a target

in a corresponding direction,

Frequency response is not realizable since the corresponding phase response

is equal identically to sero.' However, accurate realization of this characteristic

in practice is not required. Calculation of detection characteristics (4.11.2) shows

that a main role is played by the behavior of frequency response in small environment..

"0. Regarding phase response, it can always be constructed, by a simple delay

corresponding to environment e which can be omsidered when determining direction to

the revealed target.

*, _ , -



If the spectral density of the interference is approximated by function

(4.1I.23), then

III

A. coincides with the modulus of frequency response of a systew of 2m-multiple period-

"by-period subtraction, in which there is introduced an additional weakening, a times,

of the delayed-in-period signal. Such weakening can be very simply carried out in

a system with an ultrasonic delay line. In a system of subtraction with potenti-

oscope, some kind of method to accelerate runoff of charge from' target is required

for this. Phase respo~se of such a system of subtraction is expressed by formula

'a sn X~'p1. =ar c ,. -• -.-

and has the form shown in Fig. 4.25.

As can be seen from the figure, in regions ;., near v, phase response during all

(L is near linear, where by the measure of increase in a the region of linearity ex-

pands. Most interesting in practice is the case when ( is near rt(optimwu speed of

target), where the greatest suppression of interference is ensured. Precisely in.

these cases, as a system of interference suppression, can & system of period-4y-

poriod compensation of corresponding multiplicity with weakening of the delayvd.

a i grial be uced.
S°" :' :- - .- ... 90 . . -'----r - - .'. .-

'I

• . - F i g , .4 . .)._ __. ..eu e c y r e s ~tm a t o f t h e
+..•subtmacting meomudam with a foodbazek fac-

tor ttifferent thuu one.

.- + + ,+ *,. • <
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It is to be noted that for the same spectral density (4.11.23) multiplicity of

period-by-period subtraction is obtained in the given case twice as much as with lim-

ited observation time of the interference. This result is due to the influence of

"boundaries of the observation range. Conditions of the application of these two

"solutions were discussed above.

In connection with the use, for approximation, of spectral density Su().) of

function (4.11.23) the following should be noted.

During 2, near unity, when S. (r.) - is much less than the equivalent spectral+ ,t

POdensity of noise Na= F-+W- the use of such an approximation implies a disregard

*.{: of noise as compared with interference, If T> t.,. then the quality of detection is

affected mainly by the behavior of functiwun SIA) in small environment 0 and, if 4

is not too near the edges of the interval, the indicated disregard is fully permis-

sible. In the case of narrow-band interference and a small observation time, dis-

regard of noise can laid to incorrect conclusione about the character of optimum

processing,

Let us consider now the case of fast fluctuations reflected from the target and
from the interference of the piignal. With th:i, both equation (4.11.6) and (44..15)

can be solved with. the help of -owier transfom. As a result of substitution of

, the solution into (4611.?), we obtain

I 
I

r.

where F•)is the.spectrum of sequence .t1 fn ,....-•
S, A • - f" ,(.4.

e -is the spdatrum of function V(JA,k)

S) is spectral denuity' clorrospondiang to the (unation of co reigtion or fluetuA_-

tio. Of si.ia1

By in (4U-- 31) Is dl O gnAted the result. of the t'mission of squence r

tthrough the pulse MWlter with frequeney respmae 11iJAJ, !n accordcane with (4.1144)

v~j', % , • . . . J . .. . :



Sfiltration can be broken down into two stages: suppression of interference in the

"filter

turning interference into noise with uniform spectral density, and singling out sig-

nal with the help of filter

Ss () - •
S. (X)

Optimum processing determined by formula (4.11.31) can be carried out with the

,help of a somewhat augmented functional diagrdm of Fig. 4,2L ,b, in which elements

are used of interference suppression and signal accumulation, which work on art inter-

mediate frequency. Changes in the diagram lead to the introduction between the de-

Jtector and th6 relay of an incoherent accumulator in n periods, a-- whi;ch can be

used, for example, a storing potentioscope.

* if one were to attempt to use, during interperiodic processing, only mechanisms

working on low frequency (type of potentioscope), then it is necessary to represent
Sotimum operations (4411.31) in the form of transforations above RPefj and it),. To

these transformations can be added a comparatively convenient form for technical.

em.ibodiment only by means of using certain additional approximations.

.f the signal-to-interference ratio is q -4 I, so that qS (A j '4 S, (1) during

wtall t hthpen

In this case, optimum, processing can be carried out with the hb.p of th.

.4 diagrwn in Fig. 4.24-,a, augient, .y an incoherent accunullator in whi~h the .,echaniom

of initerference suppression must posseen frequensc response ISoj,) f•, (4.Lt.30)]

and the storing filter must have square of modulus of the frequbncy- e•poO.SO S i(J,

Cf q 1 1, so that q(i ,) > So (A) du'ing all I, then

-- ,. .. .. ..-.. . .. ... ..'. ..... ,



and optimum processing leads to a summation of squares of the output of quadrature

channels, in each of which is a rejector filter (4.11.34). This diagram is nearest

to that used in practice, in which usually after period-by-period subtraction of the

corresponding multiplicity incoherent accumulation immediately occurs. In connection

with this one should note that condition q>I. with which existing systems are near

optimum, usually is not fulfilled.

Optimum processing leads to filtration in the two quadrature channels also and

in a case if 0 is a multiple of -. (blind or Qptimum speed), and also (during the

introduction of shift with respect to frequency on •, during separation to quadra-

ture channels) if the interference is sufficiently broad-band, so that it is possible

to consider SJ(I)•S.(1i) in regions where S(1-6) is noticeably different than zero.

Taking into account shift to 4 in this case

S (A) (4.11.35)

I + S (A)

The filter of interference suppression, as one may see from (4.11.35), in this

case disappears, and the characteristic of the storing filter is turned into a dis-

crete analog of characteristic (4.3.8), which is completely understandable since

the approximation used signifies, actually, the replacement of interference by

equivalent white noise.

Wo have considered optimum methods of intorporiodic prooeusing of the eignal in

the presence of passive interferences, various simp.iftod approachos to these

mrthods of processing, and touched upon the question of possible means of technical

realization or these mothod,. The next stage in the investigation is.,the obtaining

rO aquations of detection characteristics, corresponding to optLw processing, to

that it is possible, by means of a comparison of optimum and existxn•g systemoe, to

reach conclusions concerning the expediency of a transition to optimum methods of pr,,-

'.4 .'.



4.11.2. Characteristics of Detection During Optimum
Interperiodic Processing

The calculation of the characteristics interesting us is conducted with the

help of relationships (4.11.81) (4.11.10), where the approaches used, a group of

considered specific cases and methods of solution, are completely analogous with

those used when examining analogous problems in paragraphs 4.4.1 and 4.10.1. In

connection with this, we will reduce, partially, the explanations pertaining to

methods of solution of equation (4.11.9) and, in detail, will stop only on inter-

pretation of results.

)During the slow fluctuation of the reflected signal, the probabilities of cor-

rect detection and false alarm are connected with the relationship

,.P = F' +Qs

where oI is determined by formula (4.11.13) or during calculation of the form of

the bunch in accordance with (4.. .L.30) by the following expression
:;; . q' : q--, •i ... dl. . (4.2..36)

2a

If the character of processing differs from optimum, so that Zj in (4.11.14) no

longer is determined by formula (4.11.1.2)j and T~ and 0(1-t)) in (4.11.30) are

*•, " replaced by some frequency rOesTnses Hp (IA)} and H# (iA). formulas (4.11.23) and

, (4.11.36) are repla:ed, rspectively, by the .ollowing:

Ill (iU+j (4.l-U-47)

- Ilbm' -,

I/ o5 (4.11.38)

:~ ~ ~ i (4.11.317..) lljil) designates the saw\Zt++i whlich it. is .possible to consider

•+[++ ~f .r,,,unay response of soae filter. Th•ese tormulas oam be used to appraise the* ft



quality of systems of detection differing from optinum.

If spectrum G(.) is narrow as compared with the spectrum of interference (dura-

tion of bunch T ',) and with frequency response of filter, then from (4.11.38) we

obtain
".I (id.)G .),X

"q- (4.11.39)

from which it is clear that the signal-to-interference ratio does not depend in

this case on the form of frequency response ll(.)of the rejector filter suppressing

interference, From the frequency response of the storing filter in practice it is

sufficient to require matching with spectrum G(.) with respect to the band. If

*! ll,,(().):•CPI).), then

(4.11.40)

where , is the effective number of pulses in the bunch.

Approximate formula (4.11.40) is very graphic and can be used with success dur-

ing practical calculations.

The comparative effectiveness of various methods of coherent interperiodic

* ... processing essentially depends on the form of spectral density of interference and

on the relationship between the power of the interference and the noise in the out-

,. put of a system of intraperiodic processing. As an example, illustrating this posi-

.' tion, lot us consider the effectiveness of certain methods of processing with ex-

ponential and Gaussian functions of correlation o± a signal reflerted from passive

-" interferences.

In Fig. 4.26,a is presented the dependence of ratio. - -for three forms of pro-

cessing (optimum, coherent summation, and subteaction of maxim•'m multiplicity n - 1)

on NJ. when 4 124- + 1II and n 16.. Al three methods give very 00ose results.

When I.T .1 coherent suation gives the same results as optimum processi•ng. This

agrees with the above-noted disappearance of dependence of ql on 1,(iw), occurring

t.,*

'k A4



.,.when T ."1. Period-by-period subtraction of maximum multiplicity for the considered

".N'. approximation of the function of correlation differs considerably from optLam pro-

cessing and during all AfjT gives approximately a double loss.

Fig. 4,.26,b presents an analogous relation for the Gaussian function of correla-

tion, constructed for coherent accumulation and subtraction of maximum multiplicity

(which in this case is near optimum processing during absence of noises) with various

values of the interference-to-noise ratio qt. With large AIT coherent summation in

"this case gives an advantage as compared with subtraction. However, as the spectrum

of the fluctuations of the interference narrows during large qn we begin to see the

advantages of multiple subtraction which when qu -1000, for example, ensures maximum

[i gain to ll db at A.T•5. Then this gain starts to diminish, and, finally, again

advantage turns out to be on the side of coherent summation. This is explained by

the fact that with strong correlation of interference, for its removal almost any

* operation can be successfully used, and the suppression of noises starts to play

a main role, best ensured during coherent summation.

We cannot consider similar dependences in the total view, while not specifying

"spectral density of fluctuations and not assuming a broad-band nature of the inter-

* ference. In connection with this, the study of fluctuation characteristics of sig-
nals from various kinds of passive interferences, the detection of the most charac-

t"riltic, reliable approximations for these characteristics, and the numerical cal-

.- clation of parameters of corresponding optimum systems and characteristics of do-

t-'tction is of great value.

" ur'ng the fast fluctuation of reflected signal, a solution of equation (4.1109)

can bo obtained by Four-ier transform. As a result of the substitution of solution

* into (4.1.8') for the characteristic function of randam variable L, we obtain

(:•1, VP I t -- "1, | l ) Ist . • ISo (All ill (.4.11.41.)

4 , . ,
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where S,,(I)is the spectral density of sequence fi, proceeding to input of the detec-

tion system.

In the presence of target S,,().) =qS(X.-+.j )+S 0o.), during the absence of target

"S,,,(P1 -:So(.). In its form, formula (4.11.41) coincides with formula (4.4.7), and for

characteristics of detection, corresponding to the found characteristic function

analogous approximation can be fully used. Semi-invariants of the distributive law

corresponding to this characteristic function are determined by formula

. =n(.-1) ,.42)

Finding, with the help of (4.11.42), skewnetis and excess coefficients of the

considered law, it is simple to see that with growth n these coefficients approach

zero and, consequently, distributive law converges to normal. With this, for cal-

c.ulating detection characteristics, we can use normal approximation (4.4.10) or, for

more accurate calculations, iEdgeworth's series (4.4.11). It is necessary to note

that in the derivation of formula (4..1.41) no assumptions were made about the form

of frequency response IWO,(.). for vwich this formula, and also all ensuing from it

can be used for calculating the characteristics of nonoptimal systems of detection

and, in particular, the systems of period-by-period compensation considered below.

,°ot us consider certain comparatively simple approximations for the characteris-

tics of an optimum detection system ensuin.g from (4.11.41), Tf n, is .groat as com-

N pared with the time of correlation of aipial and interferonco, then, using (4.4.10),

a very simple expression can be obtained for the threshold signal-to-intorferonce

ratio for one period when D 0.5. .With this, l•:ts -Ib D o and, if we assume addition-

ally that for lo(A) is used approximLation (4.11.33), frm (4.4.10) we obtain

V J
0* 0 (4.11....3)

In the case of interference, broad-band as compared with fluctuations-,. of,

4 . . 44 :,*' ,* 4 . .* -
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A, signal
N"• q4-fn (4114•3 ')

where T is time of observation, and band Af, is determined by equality

All 5 (1) dIl

With a smell effective width of fluctuation spectrum (AfTa, I) band Af, coin-

.£ cides with accuracy up to a constant factor determined by the form of fluctuation

spectrum with Af, (for example, for rectangular spectrum AJ, - Afc; for exponential

function of correlation of fluctuation A[,= 24f). During large 6fcTr- band A41-. ,.+

i~:.I It is interesting to note that in formula (4.11.43'), as also in (4.11.40), was

aA the ratio of spectral density of interference at point a 4 to the number of jointly

processed periods of signal.

Usually the signal-to-interference ratio q for the period turns out to be very

small, since the reflecting surface of psive interferences, occurring in a resolu-

tion range with respect to distance, in practice an many times exceed the reflect-

S- ing surface of the target. Therefore, of greatest interest is the case when three-

"hold q is sufficiently eurL. When € • 1 in (4.4.10)s, it is possible to disregard

,. the difference of dispersions i4 and uc and to receive for q an approximate formula

analogous to (4#11.43)# but valid 4=4Min arbitrary D;

=.0"i - $b+, - l, - " X '(,...)

* The last equality in this formula is valid during broad-band interference.

For a case of broad-bund inttwemo., an apr ati valid even durifg o 'm-

parativelY swall a# cam be obtained tq appwwdxmating spectral density of the fluctu..

•., ation. of useu si al S) by a U-shaped ourv having a width of . With

this, milking the saw truanstomtimna during the derivation of (4.4.13)# we

PýAxA
* '4 , .* *' • 4 4,- ..



obtain

The formulas obtained allow us to trace the dependence of the threshold signal-

to-interference ratio q on the relationship between time of observation T and width

of the fluctuation spectra of interference and signal. Let us consider such de-

pendence for a particular case of exponential functions of correlation of these

fluctuations, using, when AfcT> I and AfjT>.I a normal approximation, and producing.

interpolation in the interval between AfT•0 and AfT > 1, where formulas received

for boundary cases of fast and slow fluctuations are not valid. Even during the

use of such approximation, a sufficiently accurate calculation of this dependence

for optimum processing is connected with great calculating difficuLties and requires,

in particular, the numerical solution of equations of a high order relative to q.

" In connection with this, de will omit here all intermediate calculations and we

will turn directly to a discussion of the results of the calculation presented graph-

ically in Fig. 4.27, when D - 0.9, F 10-4.

LDependence q (A 1,') when '-= (2k+ l).in many respects is analogous to dependence

qo(ýJT) of Fig. 4.7 and, in particular, also has a minimum at some value of Afj:T.

decreasing by measure of decrease of AT, (strengthening of correlation of inter-

ference). With this, threshold q diminshes.

The dependence of q on AIT, when 4 2/1 has another character. When A/,4 .. , 1

magnitude q diminishes with decrease of A[,, as also in the case of optimum

speed; however during decrease of A.I7, when the signal becmes correlated more

* strongly than the interferenceq grows during a decrease of AIsTr,. This is easily ex-

plained physically. During large A1.T the signal has a wider spectrum than the

interference, and, in spite of strong overlapping of these spectra during 4- 2kn,

. after suppression of the interference a significant part of the energy of the signal

romaine unsuppressed, the greater the part, the narrower the spectrum of interference.

% .
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When the spectrum of the signal is narrower than the spectrum of the interference,

its suppression leads to just as much or even stronger suppression of signal.

It is interesting to note that the best results during blind speed are obtained "-

during a complete absence of correlation in neighboring periods, interference, and

*, useful signal (we do not mention a case of correlated interference and uncorrelated

signal, which, apparently, is unreal). This circumstance can be used in those

cases when the speed of target relative to passive interferences is so small that

the Doppler frequency turns out to be less than the width of the spectrum of the

fluctuations of interference, and a selection of target based on speed is impossible.

Such eases can take place during detection of slowly moving targets on a background

of the earth's surface or artificial interferences, when the spectrum of inter-

ference is very wide due to the fast motion of the radar (for example, fixed on an

aircraft).

To remove correlation of interference periods, we can retune the frequency from

pulse to pulse to a magnitude somewhat larger than the width of the spectrum of modu-

lation. If the correlation of useful signal is partially preserved then, as can be

seen from the figure, losses in the magnitude of the threshold of q will constitute

approximately 3 db. As follows from the results of Section 1.3, a resolving power

comparable with the dimensions of the target, weakening in the correlation of the

useful signal and interference will occur simultaneously with an increase in the

difference of utilized frequencies.

We will estimate the possibility of such a method of increasing noise-resistance.

With independent periods, optimum interperiodic processing consists of the sumnation

* of the squares of their envelopes. The equation of detection characteristics in this

case is determined by formula (4.6.3), which during small q and t> I can be written

in the form

0~ -F 01u

where m is the number of periods.

......-,.



If D= 0.9 and F 10-4 , then for reliable work when the interference exceeds

the signal by 10 times, m = 2,500 periods will be required. In order to ensure the.

independence of all these periods due to retuning of frequency, it is necessary

with a 10 milligram width of modulation spectrum to have a retuning range of 25,000

milligrams, which clearly is unreal. Actually it is sufficient to use periodic retun-

ing with a period equal in order of magnitude to the time of correlation of the re-

flected signal. If we even consider the retuning range equal to 1,000 milligrams,

then detection time will constitute 25 times the correlation, i.e., on the order of

3 sec for a target with a fluctuation spectrum width of 10 cps. The considered

example shows that the possibilities of increasing noise-resistance in reference to

passive interferences by means of decorrelating periods are very limited.

In conclusion of this division we will touch upon the question of the comparison

of optimum separate processing of periods with the completely optimum processing con-

sidered in Sections 4.9 and 4.10. Unfortunately, there are no exhaustive results on

this question at present. The only case which can be considered is the case of

"broad-band (as compared with useful signal) interference, when interference may be,

in essence replaced by equivalent white noise. With this, according to (4..1,39),

j the form of the characteristic of the filter suppressing interference becomes im-

material and optimum interperiodic processing can be replaced by coherent accumula-

tion. Also completely optimum processing in this case leads to multiplication by

the periodic support signal and subsequent accumulation (see paragraph 4.9.3). The

only difference consists in the form of support signa]., in the case of completely

optimum processing the form of signal takes into account the possibility of fre-

'V quency selection and depends, in accordance with (4.10,29), on

t,.,1 ~(4.11.46)

and in the case of separate processing, the form of support signal, calculated only

"on ono period of modulation, depends only on So), (In the derivation of (4.11.46)

N'A2
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was used a connection between spectral densities of a stationary random process and

a sequence of values of this process at equidistant moments of time [67]).

As one should have expected, in this case the results of comparison depend on

the form of function S.o(w). For a signal with rectangular spectral density of modu-

lation, both forms of processing are completely equivalent. For a signal with slowly

drooping spectral density

AIX

using (4.11.40), (4.10.29), (4.11.46), (4.10.22), and (4.9.27), we obtain an expres-

sion for a relative increase of signal-to-interference ratio ql, due to optimim

processing in the form

1+ 11 + Sf (6)1Y) V s 4

where

1T,

Dependence r(y) with various values of spectral density of the fluctuations of

interfering reflections S3 (0) is shoms in Fig. 4.28. When y

I+ V3 ±.n

For the considered form of function S.(,.) optimum processing givesa eubtUtial

gain when S,,(%,ký I and S#(')) :I, With incrase in steepness of the droop of spectrum

"S"(•U$ the magnitude of the gain decreases.

F .".-- -de.Of -. .. . ... .

r .• • /-~-4 ,." . - ; - .

-•." Pigl. i4.28. Los due to, solrate processi_

5. 4 5. ". j3/1
• • " ,• ..- *, 4*• . -.. ~. • - , . . - *. 
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As yet, we have not managed to consider a similar dependence in the case (imr-

portant for a whole number of applications) of narrow-band interference.

4.11.3. Effectiveness of a System of Period-by-Period Compensation
(PFC) with Internal Coherence

The most widespread method of protection from passive interference is period-

by-per-iod subtraction of any multiplicity with subsequent incoherent summation [66].

Systems of period-by-period compensation with internal and external coherence differ.

In the system with internal coherence the signal after phase detection (or after

S. frequency conversion, the subtracting mechanism, works on an intermediate frequency)

proceeds to the system of period-by-period subtraction, Ln which the signal from

* O motionless interference is compensated.

"" If the interference moves (for example, due to w:id), then the system must in-

*: elde a mechanisan to compensate for the speed of intorterenc , ensuring a correspond-

ing alicnment of haterodyne. This circumwtance ounisiderably hampers use of a systemn

with intcral coaerace, when the speed of interforenec in uwnfown, :for example,

.tduring movement of tiw, radlar, whos~e speed we usually ccuiot meaurce accurately enough.

.Zn such cases it in poosible, in ganeral, to ap~ply a. systuuo Of Otxpem~taton with ex.!

t-omal coherence (661, if which pul"ation ot 4ials are ou1d from th. ta.rgt andrrom~ inor ...~uo t

frm-threnc i oth difference of their. sPA".F WWi to0 inpua of the PPC

zystom the ýSiinl. moveS: 'tritthe output f the) amplfl'ude, "ttt*r,

a* the: aray-is h of. ...f- ..ctiVen Or .of P ys tt a Z un intr ai Oh .rfo t lure

wo r, . Msu a at: a~a standar-. f f..r

* - of "U7- N ao cnl - f int rfer. nc•..• I the . otraotin of in- h4r*n WM; h4.a. b.den t:; but. th-

-~ ~ ~ ~ ~~~O tottte fo yt i o snld Subtraction -having intortal chrne ihu

iictnm2-ti on- eN ) lot u" con.ider the-ft.t•i•• .. vente fl tho -••y r't syczs. : .it arbitrar.

.liiity or vtbtraotiom V4 wh"n -i ( i athe .n at'r f , Pri..

odsi)~ The etssential limiattion, used, dlurin the analytsg to tho r*qwtr~wfnnt for

A * -.. 
. .. 

.• . .. .
2'. 
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shortnes8 of time of correlation of interference as compared with the time of observa-

,::t

Let us consider at first a system of period-by-period compensation w.&th internal

coherence. With this, we will assuile that compensation is carried out in two quad-

rature channels or on an intermeaiate frequency. Single-channel compensation leads,

as noted in [57], to essential loss, since with this, is lost one of the independent

quadrature components of the signal and the relative magnitude of fluctuation is in-

creased. In connection with this circumstance, two-channel compensation has found

application in a whole number of stations using the PPC system on low frequency

(potentioscope). A comparison of a single-channel and a two-channel system will be

"conducted the end of this division.

A system of m-multiple period-by-period compensation is a pulse linear filter

"with frequency response

-• ~H (il)= eI-•- ),,(4.11.47)

Designating by hk the pulse reaction of this filter and considering that after

subtraction there will be formed a sum of squares of the output voltages of quadrature

channels and incoherent accumulation occurs, it is possible to represent the signal

at input of relay in.a form, analogous to (4.4.1):

Using the assumption that ,,.- n, and producing the same conversion as during

transition from (4.4.1) to (4.4.1'),we obtain

L=XVAf: (4.11..48)
•' ~I. huI -

S .where

VIA W=- (Ia)1e1Uh.)...t

Prusentation (4.11.48) coincides in form with (4.11,6); therefore•. for obtaiWIng

, detection characteristic& relationships (4.ll.83) - (14.11.10) can be used.

//) j3/



With fast fluctuation of the reflected signQ., to calculate detection charac

teristics expression (4.11.41) can be used, which is correct, as already noted, dur-

* . ing arbitrary frequency response of filter Ho(IX). Accordingly appr.oximations for

detection characteristics ensuing from this formula can be used. During small q

(usually interesting to practicians), considering that the band of the fluctuation

of the signal is usually considerably narrower than the transmission band of the sub-

tracting mechanism we obtain, analogous to (4.11.44),I• q " ( )+(D (D)/

IH(i8)i" (4.11.50)

• •=.• Illijl • •t11= - eI-- '1,(1)dl (4.11.51)
-* S

(nx-is dispersion of interference at input of relay).

In the case of slow fluctuations of signal reflected from the target, we .an

fin4 the solution of equation (4.11.9) in the form of the sum of the solution in

* the presence of one interference and a certain constant. The expression for charac-

"teristic function 'VPh) has a form, analogous to (4.4.18):

eXPI 1[ (4.11.54)
23

,where

Considering distribution during thu absence of signal from target (q 0) to be

nomul and producing convolution of this distribution witha distribution correspond-

*@ ing !.o thes coefficient before the exponent in (4.1..52), we obtain with .-- D<N wid

I--D>F

, whico, for tho threshold signal-to-interference ratio of q, considmring thatq. q- 1

49..



",.,. when 1 - D < 1, we have

"• I, .,(I_ - ) (4.11.53)

Of significant interest is the dependence of the threshold signal-to-interference

ratio on multiplicity of subtraction. From (4.1-.50) and (4.11.53) it is clear that

this dependence is characterized by the ratio

2n .2

where ,-2x •()-•d (4.11.55)

0 are expansion coefficients of function .5 (1) in Fourier series at interval s--, -)

[to obtain formula (4.11.54) it is sufficient to use binomial expansion.in (4.ll.51l)].

In particular, for exponential function of correlation of interference

(C.a+)' (4.11.56)

and for function of correlation of form (4.11.24)

/.(2a)-, (4.11.57)

Calculations by formula (4.11.54) are connected with essential difficulties,

since when 1.T,. oI a small sum under the radical is received as a result of addition

and subtraction of large magnitudes, which in connection with this it is necessary

to ciLculate with high accuracy (to 5 - 6 plaoes and more). When m is sufficiently

large, and C. can decrease almost to zero. and (2M,_) , it is possi2M)e to x-

tnd in (4,.1.54) summation ad infinitum, replacing 4 m, by ,,,. Using Stirlinga#

fomrula, we obtain

"A"A can be seen from this formula, during large reand when r -•2A+j)x the thros-

hold .ignai-to-interference ratio very slowly doeorases with an increase in multi-

plicity o" the subtraction, and when sit,2kt an increase of m, on the other haid,

:, • , ,, •, , .• * . • • . = •• , • % " ' , , ':. .'. , S " • ,- . .. ,



leads to growth of threshold q. It follows from this that it is inexpedient to in-

crease multiplicity of subtraction above that determined.

In order to imagine dependence '1,(m) during small m and simultaneously to esti-

mate error of approximate formula (4.11.58), let us consider more specifically parti-

- ,. ! cular cases (4.-1.56) and (4.11.57). In Table 4.3 and 4.4 are presented dependences

* ri(nz)f or these spectral densities., calculated by exact (4.11.54) arnd approximate

(4.11.58) formulas when 0=(2k- 1)x. During calculation, the correlation factors

Table 4.3.

( 4.1,.54)-,o,-,., 2,25 0. 09 0o.o0 0, 05 00.0,;

*b) (4,11,1$) - npi 6.m 0.063 0.054 0.048 0.015

K iY: (a) Exact formula; (b) Approxi-
mate formula,

Table 4.4.

__a 
4 __,_~

"( 4. 1 14. ) -- T0414% 1.8 0.12 0,.0l7 0,013 0,0097

u4.g it, 0.O%3_ 0. W4 0, W IA yJt

I;: (a) Ect formula; (0) Approxburate formula.

"* bet~wen reighbo:-ing periods were take1n as O.82. From Table ,4.43 it is el9ar th, in

* a caso of ,xponential function of correlation of intorfoerecc', the coincidc1lcq of

o.. act and approximate formulas is matisfactory for sinlao aubtraction and further in-

-creaSe of AmItiplicity gives only a 8mall gain. For opectral donsity of the form

" (4..l..)h which for the considered value a 3 is near to Gaussian, an increarou of

Multiplicity up to3 -- 4 is accompanied by a fast dcroas, of th. t hreshold si•r•l.

*: ?;•4



The coincidence of the exact and approximate formulas is possible to consider satis-

"factory also only for m>3, but when m = 1 we obtain an error of 20 times.

From the considered examples it is clear that tne effectiveness of an increase

in multiplicity of subtraction considerably depends on the rate of drop and effective

width of the spectrum of fluctuation of the interference. It is possible, apparently,

to mention the existence of some threshold multiplicity of subtraction, starting from

which a further increase in multiplicity has little effect and is even harmful, con-

sidering impairment of the range of the PPC system with respect to speed; and be-

sides this multiplicity m0 turns out to be smaller for steeply drooping spectral

densities. To determine the value of threshold multiplicity it is possible to use

the following approximate formala, ensuing from conditions of transition from

(,,ll.,54) to (4.11.58):

2C, L (0 Ie-, A 0,2. (4.11.59)

We will compare now the effectiveness of the PPC system with the effectiveness

* of the optimum system. We will use formula (4.11.58), considering multiplicity of

m iutI'iciently great and the possibilities of increasing noise-resistance, owing to

an increase of multiplicity, to be exhausted. With this, the relation of threshold

valuos of q, determined by formulas (4.1.50), (4.1.,53), (4.11.40), and (4.11,44),

are writton, with fast fluctuation of the target, in the form

714 7 (4.11.6U).

and with slow fluctuation

rU -1( (4.11.61)=,7.

(Oof9fi"ionts during in both formula*' approximately• ooinidea.4 wO will

s oi in C.hapter 53, with thV i ratio of threshold q for incoherimt-and coherent acoumula-

tion of rsi ial io noise. -The presence of intrt•erence and multiplicity of Subtractio=

* 44•* .~ ,4 4CAL

. . . ., 4 4 . ..
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is fully considered by the factor:

', , I s. (I) (S.11.61')

T • -S3 (8) sln', 2-

When 4 =% SIs 

. (2r, i) 4.

Subtraction in this case somewhat decreases the loss connected with incoherent

accumulation of signal; however, very insignificantly. During other 1j the selec-

y'- tivity of the PPC system shows up: r,-. oo when j .O.

"- - .. . flit

lie 14 -O - --

Fig. 4.29. Dependence of ro on o. -

4ig. 4.29 presents dependence of r, on I during various mi or the above con-

sidor•d examples (Tables 4.3, 4.4) and for interference equivalent to white noise

SX , 0) I. The character of these dependences shows that, noar blind speeds the loss of

" the i ystam of period-by-poriou compensation is iopsiderably increased.

Tn conclusion we will pause shortly on tihe quction of comparing two-ch•anIl

and single-channel P'IC systems. It is possible to show that during, the use of one

'. chnnel the characteristic functtion, 4'(iq is equal to the squ•.: root of the characteris-

tic function correspondin" to two-channel prcosiin' Owing to this, 11 In the final:

rorlnulLs decreasoo twice,, and in (4.1.1.53) lni is roN.acod by f unction. K1 'i V) to

: .. ,,., . -

'.-, - *- ,~ . . -. • ..,,
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N (4.4.14)]. As a result, the gain of a two-channel system during slow fluctuation

of signal from target is determined by the ratio

D

and during fast fluctuation is near to )/2.

4.11.4. Effectiveness of the PPC System with External Coherence

For a system of period-by-period compensation with external coherence with those

sam e assumptions concerning multiplicity of subtraction, the output signal also can

be represented in the form (4.11.48), where instead of fj enters lil2, if we consider

the detector quadratic. Magnitude L no longer is a quadratic form of normally dis-

*- tributed magnitudes~and the characteristic function of this magnitude cannot be

found. In connection with this we will limit ourselves to consideration of a case

of -fast fluctuation of signal from target and interference. With this, it is possible

- approximately to consider magnitude L distributed by normal law and to limit our-

selves to calculation of its mean value and dispersion:

..E U.-i- , (4.11.62)

Us= :.-."• 1.. . ,,dfr..#T (4.11.63)

*: • .. , - . .+ '

Considering that the real and imagirAry parts of ha"e distributed by normal

l~aw) and using the expression for fourth -%Uod mments of nonmal distribution, it

is possible to show that

.! t ll/t+.l ,I+ 1d, i,. (4.11.64)

SubstitUtirlg (4.11.64) into-(4.11.62) we obtai a diftteMM0 Of ROM 'MaLUu in,
"" the presence of a" during the absioe of a sipal from a tavgt,, •n eaquatiO

"(4,4.l4 ) of detection that"Uristies in the form
"* )•-xmXN V',,q11+p'(J. k)I+

+ 2, 11+MI )reU k w(I-k)4)
• , , , . + +g+

* 1 + •• "+i ' + ++ ++1 .. m + ) + +m+ +,'. •r+•1 •+ +I@+Z - -; - . -1 ""+- "%



Dispersion X2 is expressed through eighth mixed moments of normal distribution

•K-- and its calculation is connected with an unusually awkward transformation (108

addends must be written out and grouped), as a result of which we obtain

., vjh,{2rý(j,1) + r (I, t)ro(k, v)+ (4.11.66)
I. it. P~.

•: • .: -+ 4r, (], k) r. (j, t,) r. (k, v) + 2r, (j, k) r. j] • ro (k, v) r. (ji, v)+

11 -[-rO(j, pl*re(/, v)r.,(k, v•)r.(k, v)}.

Dispersion in the presence of useful signal is expressed in an even more com-

"plicated manner. Therefore, we will limit ourselves to the calculation of thres-

hold q, considering x, z x,.

Let us consider the simplest case of exponential correlation of interference and

single subtraction (v~ji 2, Vjj_, vj=-- 1, the remaining vji 0). In this case,

all calculations are brought to an end and the expression for q has the form

0-¢ ( Q-,(s-- F) +80-, P (4.11.67)

where P=e-23,"r, and r-e-'1 , ari coefficients of correlation of neighboring peri-

ods of signal and interference, and

.Fig. ,.30 shows the dependence of ratio i' of the threshold values of q for

systems of period-by-period compensation with internal and external coherence on

ii,,r, when 4 -(2k+ 1)u and various A/lT,. As can be seen fro'm the figure, the ef fec-

tiveness of a system with external coherence is significantly lower. During A/,,r, o.0

ratio V is liMitlessly increased as For systems with higher multiplicity
"* of subtraction and steeply drooping spectra, the adyantages of a system with internal

" coheretice will be, apparently, still more ctrncing%.

Comparatively low effeativeness is not the only deficiency of a system with

extr-arl coherenco, Another important deficiency is the absence at the output

-of the receiver of *igala from the target and from passive initerl'erences, if these

signtils do not overiap.
a. *

,=; J
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Fig. 4*.30. Lose in the threshold
signal-to-interference ratio for a
PPC system with external coherence.

4.11.5. Problem of Blind Speeds. Wobbling of Repetition Period

As was shown above, the sure selection of a signal on a background of passive

interferences is impossible during so-called blind speeds, when spectral lines of the

signal and interference coincide* The values of blind speeds ar deter'mied, a.

*'v its easily seen, by formula

S...IA= , k - , 0 • , .

whre A., is wave length.

With a large repetition period, blind speeds are so frequent that some of themS
must occur in the speed range of the targets, on which a given radar must operate*

If abrubt decrease of Tr is impermissible, it is nsoesaa y to use other methods of

removal of blind speeds from the working speed raMge. The essence of these methods,

ae can be seen from the above wintioned formula, inevitably lead# to a change in the

time of the repetition period (59] or to the use of several signals, delivered on

V#.•': 4A S



a frequency, for which blind speeds do not coincide. Retuning of carrier fre-

quency cannot be used in practice, since the retuning necessary for an essential

change of blind speeds leads to a decrease, practically to zero, of the correlation

of interfering reflections, corresponding to various frequencies.

In this division will be considered a system with wobbling of period. During

a variable period, functions of correlation of interference and signal P(j, k) and

ro(j. k)no longer depend only on the difference of numbers of periods (sequence of

results of intraperiodic processing becomes nonstationary). Vie will. assume that

this nonstationary nature is manifested only at a magnitude of phase shift ), so

that

Rj -- ffý= pj k)e -- + r.j-)

where p(j, k) and r.(1, k) are the same function of correlation as in the case of

constant T,;

.. is phase shift in the v th period.

' ;uch an assumption assumes relatively little change of period Tr) which usually

,.akes place in practice. We also consider that wobbling of period is produced ac-

cording to a cortain periodic law and the wobbling period is small as compared with

the timo of observation and the time of correlation of signal fluctuation.

With thi assumptions made, it is possible to show that the diagrwi• (Fig.

!4 .2L), synthesized under certain conditions for the case Tr • const, is optiruwr and

ii cas.,) of variable period of alternation, if in them multiplication by v'• and sir ,'J,

utilized for transfer of signal spectrum to zero frequency oeforo cohront accumula-.

tion, is replaced by multiplication by cV'ti, and sinV 4, It is obviouts that. when

IV-1I

r ' var methods of mnking filters, suppressing interference, and carrying out

si•iua, accurmli1ation cha.ge. The delay per period, utilized in theee filters, should

b, variable.



+,,..+,,Let us consider the detection characteristics of an optimum system for case

Tr = var. With slow fluctuation of target, the signal-to-interference ratio of ql

*• can be calculated by general formula (4.11.12). When calculating the form of the

.,bunch and changeability of 0 we obtain

(4.11.68)
Zjge.,e

where g., is the bunch envelope of pulses. (see 4.11.29).

"For the considered case Z is expressed by formula

as (4.11.69)
•'o+., 7,+- ., w11. )g,_,e '

Substituting (4.11,69) into (4.11.68) and considering (4.11.28), we find

- _ ,, ,~e .- ,(4.11.70)
67'.) _,e-- dl.

Considering the assumption concerning a smwall change of gk for wobbling period

to, it is possible to convert the sum under the integral to the form

(4.11.71)

where is the average phase shift.

The first sum in (4..1171) is Gm.4(Q--)j the spectrum of the bunch envelope

of pulses. Function (7 [m. (I -- )j is periodic with respect to I with period and

"in view of the great duration of the bunch, diminishes quickly with the increase

of Usig the theorem concer the average, instead of (4.U.70), we

obtain

(4.11.72)

/4 q

4-, ., . ...t



This formula in form coincides with (4.11.40).

For a case of fast fluctuation, calculation of mean value and dispersion of

magnitude L in the output of the diagram in Fig. 4.24, modified in the above des-

,*( - cribed form for reception of signals with variable Tr, leads to an expression for

threshold ql, similar to (4.11.44) in which S.(f)) is replaced by S'.;,. 0), where S'2 (6)

is expressed by formula (4.11.72) if S,(0) is replaced oy S1 (6j. As in the deriva-

tion of (4.11.44), during calculation, assumptions are used concerning the fact that
q , < Tu %" h

7 When m0 = 2 and p(f, k)= -''1

71G so it ((0)73
+ 2'- cos , (4.1-L•,73)

when I11.kl(a)

-4(a)[ Cos$)-cos-- (a cos )

Similar relationships are obtained also for S', ():

"(I + •t? 4 4e$ coslI -- 8a(I + ,1) Co . (:.1.T )

(4.11.76)
Cos CO! .. Cos oo,

As can be seen from relationships obtained, the magnitude of threshold q consider-

ably depends on average phase shift 0 and difference of phase shifts Af, Boat results.

are obtained when M ý-- 2k + 1) .P, when S# ,s, (1) depends on 0 very woakly (in case

(4.11.73) not at all, and in case (4.11.74)S',,,(' is lesi thln rl,)dui'in• 41 *)]

In accordance with this it is necessary to select the magnittAdu of sft Pairio in

such a maner that ati t4f (T,,- r,) is near to (Ik,1) ,: in thpe wrkin8 spoed mlAne

.v. Width- • of the range in which 'L.ind speeds do not a'fect dotection quality

depends on allowable increase of S3.1.0) as compArod with minlitua wt.. Ali'. il ,
' :. ....

. It is posiblet,,to consider permissiblo an incroase of ctA ýý Up to With this, Owen

i n th. t. e-ase of very. narrow-band-interforence tz 1 . a~ (4) d~ ring tho laast

*J
+,,,•• 1 -. . , -



favorable q turns out to be approximately 2 times more than during cus 0. For

width of speed ranges with this we obtain

2A,

"and besides central speeds of ranges - o that AU= .. For many

practical problems this range turns out to be too narrow, and for satisfying the

placed requirements it is necessary to select a number of shift periods larger

than two. To the most unifom working speed range of equivalent spectral density

-So.(6)one should, as may be seen from (4.11.72), select value of TP, in such a man-

ner that the modulus of the sum, in (4.11.72), is appridmately identical for all

k and changes little in the shown range.

In existing radar systm for reception of sigals, wobbulated with respect to

repetition period systems of period-by-period compensatiom are used (59]. tatisti-

cal characteristics of interference in the output of such a system, under the assuP-

tions made about oenL change of period, do not differ in am wy from oorrespomniJg

characteristics during a constant period. To calculate detection characteristics

during fast fluctuation we have to calculate the dfferenco of man values of spal

with interference and the interferenoe aid dispersion ot interfereice in the .utput

of the system of detection. In acco~aaoe with: (4UAe1.B) we obtain
. + " . . . u. k:.: ) .. .

IVL

:=~"If 041 P (it hpiU dA.

Considering p (j, k) as changing. so Slowly that U(/+mn., 0 m;P(1, A). it is po~slbe.

to convert this expression to the 'oOm
SI 4

Assuming the threshold q to bo suffiointly enil so that x. a1n&d using

(4.4. 10)# W obtain for a two-hannel clrouit: of compensaaion

.*1 .. ( 1

• +.--++: i •+->'•:l•1• *.7
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This formuls is completely analogous to (4.11.50), received for Tr const,

with the only difference that H(iA) is replaced by HoD3i'().

To determine the threshold q in the case of slow fluctuation it is necessary

to solve equation (4.11.9) in the presence of a signal for a case of variable Tr.

Making all necessary calculations, we manage to show that during I - D > F and

I -- D <l threshold q is expressed by formula (4.1.53), where tl(A)li' should be

replaced by 1o.. (406)'. Thus, equivalent frequerncy response 1IHO.(ji0) 3 completely

determines the dependence of threshold q on 6.

When mO 2 and single subtraction

Best results in the given case, as for an optimum circuit, are obtained when

12k + 1•. Obviously, also in force are formulas relative ÷.0 the width of the

speed range. When mo>2 the uniformity of frequency response is determined by the

behavior of the square of the modulus of the sum in (4.11.72) and (4.11.77).

The mag•itude of loss of.& PPC system in comparison with an optimum circuit is

determined, as iseasily seen, by the sameformula as in a case:of constant Tr

when rep•Acng So () and jl Q()II by So*& ) and WOOS1):'.

4.11.6 .The Problem of Blind Speeds. The 1se8 of
Several Frequmncy Channels

As a~lready notedj, to combat1 blind speeds -we, can also use simultaneous: operation

an several (for eOýsup6e two) carrier frequencies choson so that the blind speeds

oorresponding to thes frequ tioies do not coincide in he .4orking. speed range.- We

0*: 4.11 assume that separation of frequencies is suffiai-nil,,, great that reflection of

* signals from targot and from passive interfereces, corresponding to Various carrier

* f.equencies, cam be considered stagtistilly ifndependent (below this assumption is

V well..roundeod) With this, a was shownin Section 4.1, optimum operations Conuist

inA optimum prooessing of each of-the sipials separately with subsequent addition of

'A .l.
i a,

'I. , •.*



the results of processing. The circuit of an optimum receiver consists of several

channels, built according to the diagram of Section 4.24. The number of channels is

equal to the number of working frequencies. Outputs of channels are summarized and

are compared with threshold. In the case of fast fluctuation of s-gnal, the summation

can be carried out directly after forming the square of the envelope of the filtered

signal. With this, for incoherent accumualtion is used one accumulator common for

all channels.

Let uý consider detection characteristics corresponding to optimum processing.

With this, we will consider that the statistical properties of signals on all fre-

quencies are identical. During fast fluctuation of signal and interference, semi-

invariants of distribution can be found by summation of semi-invariants for separate

channelsý expressed by formulas (4.11.42). Using these semi-invariants, it is pos-

sible to examine the detection characteristics using either formula (4.4.10), if n

is sufficiently great, or expansion (4.4.1-1).

S Let us consider the most interesting case for the practician when the threshold

value of q:is small. With this, assuming the time of co.-relation of interference

to be small as compared with the time of correlation of. signal, we obtain similarly

*to (4.11.44)
.[=%:: .q,:, *-'(I- F)+ V- '(D•)(,i79

(4.U..79)

0-1 0 -- F+VI (, )

where 0; are the phase shifts for period, corresponding to various frequencies,

Lot us note that magnitude q in (4.11.79) represents the signal-to-interference

ratio in one channel, determined by the power in this channel and the level of noises

"in it. If noises can be disregarded, then the signal-to-intertterence ratio does

lnot depond on radiated power and is equal to the same magnitude for a separate

* ". 4



frequency channel and for a combination of channels.

Threshold q depends on magnitudes of phase shifts through magnitude

Radiated frequencies should be selected so that this sum has the largest possi-

ble magnitude in the working speed range.

In case mi0  2 we obtain

122•"i •i~w.en r.(l, ) ,-,

(4-11.80)
20( -')+ 4 2 [cost (+ ~-+~ C'*~ 2  )

.-- (I + ,')csO cos .._

when S,( a c) Iac

a~~~~2 visa)[ + (41.)

The lowest value of equivalent spectral density of the interference in both

cases is obtained when O .-0(2k+ I)%. With this, S.o,. turns out to be VTf times less

than spectral density So.,,(). expressed by formulas (4.1.1.75) and (4.11.76).

Thus, during fast fluctuation and AO, near to (2k+I1,t, the effectiveness of a

two-frequency system turns out to be higher than a system with two shift periods.

SnumThis is explained by the fact that, differing from detection on a background of

noises, weakening of fluctuation owing to multi-frequency is not accompanied by a

"decrease of the signal-to-interference ratio in each frequency channel, inasmuch as

the power of the signal and interference equally depend on power radiated on each

channel.

I)uring slow fluctuation, the distributive law for the sum of output voltages of

* frequency channels is convolution m. of exponential distributions. In the absence

of useful signal, statistical characteristics of components are identical and for

* , 2:



a sum is obtained chi-square distribution with 2m0 degrees of freedom. In accordance

"with this, the probability of false alarm is
x

X- -l (4.11.82)
P -----Ka.,(c) - dx,

2- m - -)!e

where c is the relation of the threshold of operation to the dispersion of inter-

*• ference at output of the storing filter.

In the presence of the signal, distributions of components are equal because

of the difference in phase shifts Oj, Characteristic function of the sum can be

* represented in this case in the form of (4.6.1). The corresponding equation of

detection characteristics coincides with (4.6.2), if qoj is replaced by the signal-

to-interference ratio in the J-th channel qjj.

Let us consider more specifically the case of two working frequencies. With

this,

7••, _ _ (4.11.81)"Dil ",A [ 0" +( ell)"=q--q- 0( + +0,) +q,,Ic

l J,.pendence q, and. q, on 1, and 6, is determined by formulas in paragraph

i4,1 [. ~ In pa•ticular, assuming the time of correlation of interference to be ama-2

o In ck-,2.nrison with the duration of the bunch, it is possible to calcuite q, by fCrmu-

La (4.11.40.

Fig. 4.31 presents the dependence of threshold q 4on f or a vase of

vu,.onentiai correlation of interference when ) 0.9, n ' 25, F 10"h, 10-t ,9

I nanmuh at q depends on 0. in the figure there is a shaded region, in which q can

' nane'.: ýtta givn M, For comparison, on the same graph, the-dependence of threshold

i• j .i provented for a system with two shift periods with the same vNalues of aJ . .

. r te,,trt. 'Me smallest q ia obtained when A'i 2k-j. 1). With this, difaering from

a oa it' mhirt periods, q continuos to depene on 6.

So(mpirison of results for a two-frequ-ncy diagrat aund. a Oagram With shift

prloito s3hows that during slow fluctuation the two-frequency diagram posoesses

A.
-- A * ~~ ,. ...,'- .- --



noticeable advantages which are the result of a relative decrease of target fluctu-

at.ion during the use of two independently fluctuating signals. A similar effect

was noted above during fast fluctuation; however, there it was less. Range, with

respect to speed, as one may see from the figure, also can be determined from con-

"dition cos. _=±1/2. With this, q increases not more than twice, as compared with

its value when AO=.(2k+l)r . Speed ranges, in which the influence of blind zones is

removed, are concentrated nearby

where Af is the difference of carrier frequencies, and they have the width

, Ic _ 2
_ "00v.

It is necessary to note that the tendency to remove blind speeds in the working

range along with the considerations presented in Section 4.6 also leads to the use

al

'C -

4l, ,~ 2 1*9 5441 U• dl

Fig. 4.31. Dependence of threshold q on
at for a system with two shift periodt

* and two working f'requenciL.o
K N•: (a) Two shift periods; (b) 'to work-
ing frequencies.

of frequency channels detuned t.o a magnitude sufficient for stat.istical independence

of corresponding reflected signals. As can be seen from the above mentioned formulas#

Sin order to combine first optimum speed with th, center v of the woring range,



detuning is necessary:

A/s ,

For example, when v 500 m/sec and Tr = 10-3 sec, detuning is AfM.hl:200 megacycles.

Such detuning is fully sufficient for statistical independence of signals .from air-

"c raft and all the more so for interfering reflections.

Above have been analyzed detection characteristics for a case, when the signal

in each frequency channel is processed in an optimum manner. We will see what the

consequences will be if we replace optimum processing with period-by-period subtra-

tion. With this, for simplicity we will limit ourselves to the case of fast fluctu-

ation, when it is possible to consider distribution at input of relay to be normil.

For -' and x' we have

X -- = f111 0i. S)(' - (-j)dX d q it/ (0O,)j', (4.11.84)
,.-- •frI jut

! =- (111 S'(1)dl, (4.11.85)
2n

tUsing (4.11.84) and (4.11.85) considering q to be small, we can find an expres-

sion for threshold q in a similar manner as was done for an optimum system, The

result of cloulAtion is presented graphially in Fig. 4•.32 for a came of single sub-

tractivn ani exponential functions of correlation of interference and sigral when

*O.. -2• .C) 0.9, F 10 j r 0.8, 1 -0,9, /pi• •2 in the form, of dependence of q on $.

"!r) tht! figure there is a shaded region, in which q can be changed during a given it.

eo* c•. io r ion i- the same plAce is shown a similar dependence ior an optimum syu-
-4..

ortý,• wl.th thp wimi values of tarameters.

'o. a case of two carrier frequencies, as a natural fuwther simplification of

opt. r'tar processisng, let us consider a variant with unification of frequency channoels

bof ore, siibtraction. Such unification cwi be attained by means of the mixing of

* Sigi•LI spacad by frequency. With this, further processing should be carried out an

4* Yl
i ll I .



a difference frequency. Let us consider the case when this processing is period-

by-period subtraction in two quadrature channels. With this, as is easy to see,

f it fit 14 Us $10
dV

Fig. 4,32. Dependence of threshold q on
as for three methods of processing a two-
"frequency signal.
KEY: (a) Unification of channels before
PPC: (b) PR) in each channel; (c) Optimum
processing.

. signals at input of system of subtraction can be represented in the form

+ )e
'.., ,- If , b , h4 R•IM•

where I,s and hs are results of intraperiodic processing of signals in the first and

second frequency channels.

The. accumulated signal.i-s the sum of two magnitudes:

L..:... ( .1.6

The pbossibility of such a signal concept has already been discussed in paMraph

4,11.3, whor# the expression for v,1 is introduced through the frequency characteris-

tics of the system of subtraction. Using the symetry of coefficients vA, it is

easy to show that (4•11.86) can• • written in the form
f "I

S ' •,. ..- •5, -,.,



We cannot find a distributive law for L' in the general case. We will limit

ourselves to the consideration of a case of fast fluctuation, when this law can be

* considered normal. Considering the independence of magnitudes to and f2i, we ob-

tain -,[qp'(l k)ei(-h'h 4

+ 2p k)r.(j, r )e' k)-e cos (4.11.87)

NO= VjJVI,, [2,* (I, A) r. (I, v) r.(. (L) X,•.-.,,(4. .1 ..88)X re.(k. v) + o'U. p ) I'k ~ .

In a particular case of single subtraction and exponential functions of cor-

"relation of interference and sigml

x, - x:=2q [q(I - p*cos 41))+2pr (i- oeo~)(4.1.1.89)

:.'• ~~~~1 -. 28 s42,+ S, + 12,, - 6,0(.I.0
, .. (4.11.90)

Fig. 4.32 shows the dependence q on Ai. calculated on the b4,sia of these formulas

with the same values of initial parameters as the other curves oa this figure. As

can be seen from the graph, threshold q when l== (2k + I ý turns out to be, for the

given method of processing, approximately 10 times more than for optimum processing,

and approximately 3 times more than for a system with subtraction before unification

of Channels. Such a sharp increase in the threshold signal-to-interforence ratio

id connected mainly with expansion of the interference spectrum during the mixing of

* reflected si~i~le, decrusaing the effectiveness of subsequent processin.

4..12 The afec-t_ of Active Interferene.s on .§toe of
* totion C~oe~t Si

In this paragraph let us consider the question of the effect of certain, most

widspcead forma of &a4ive interferences (noise, random pulse and relay) on systems

.. of radar detoteicn of target. The problem of this considertion is the quantitative

aporaibal of the effectiveness of the effect of various interferemces.
' .¶*



4.1.2.1. Noise Jamming Interference

Noise janwiing interference is a broadband random process., whose distributive

law depends on the method of creating interference and can differ considerably from

normal. However, under the effect of this process on the narrowband mechanisms in

a number of elements of the system of detection of coherent signal, there occurs a

mutual imposition of large number of independent values of this process,, distant from

each other in time at intervals, larger than the time of correlation, but smaller

than the time constant of the given mechani sm. With this, due to the central limit

theorem, the process on output approaches normal, Therefore, if the spectrum of

interference within limits of the width of the modulation spectrum can be considered

* uniform, the effect of interference on the detection system does not differ in

character from the effect of Gaussian white noise with equivaleint spectral density

N,, In the equation of detection characteristice instead of the signal-to-noise

ratio we will enter the signal.-to-interference ratio:

ATr

Therol ore, the reliability of detection with the same probability of falso alarm is

considerably lowered.

The increase in intensity of noise during a constant level of operation of tho

relay leads also to an ince~ase in rrequency of false al~arm in the systeam of dýAec-

tion. In or'der to avoid an increase in this frequency above that Permissible,$ Usually

in the receiver is introduced a system of autowa~tic noise gain control'(ANOC), on-

*surng approximate constancy of noiac lav,,'l in the output of the rocaiving thatinel.

In systems of visual detoction ANOC is frequently replaced by hand adjustment. Ttv

signal directing ANO( is usually taken from a section o~f distances or Creuewaidsp

* in which the presence of a target is exlded. An ANGC system is conistructed usually

just asa system of automatic gain control., working on a si~gnal from target. We

A



will idealize the work of AN(C, considering that this system ensures the bringing

of interference and noises to a level equal to the level of natural receiver noises.

With this, an increase in the frequency of false alarms does not occur and the effect

of interference is considered by the corresponding change in the signal-to-noise

ratio. The range of the radar in the presence of interference is expressed through

distance corresponding to the same probabilities of F and D during the absence of

"* interference, in the following manner:
d:= d, do
di_ ':7 (4.12.1)

+ _N 16x'd'-k$..V

where N•.1 is the spectral density of the radiating power of the jamming trans-

mitter in the receiver band;

O. is the antenna gain of the station of interferences;

d1, is the distance to jamming transmitter;

; v,) is the directivity factor of the radar antenna in the direction of the

jamming transmitter;

a is the wave length;

k is the BoltzmnMn constant;

N.is the absolute temperature of antenna;

Isis the noise factor in the receiving device.

rr the problem of the radar set is the determination of the direction to the

,nure# of interf'orenoe, then the detection system should accomplish the capture

of intorference on angles. With this, inasmuch as the level of interference is un-

-known, capturo can occur and tracking of interference start, effective in the direc-

ti4 on tho *•rasitic lobe,. To combat this phenomenon it is possible to use ANGC

Vwkh a 4 Uitod dynamic range, selected or regulAted with respect to interference in

s uch 4 ntannr that the interference received by the parasitic lobe is processed well

O, the A,,,1 system, and during the hit of -interference in the main lobe, control is

tto•pped tuid o;vrattion of the relay takes place. This mothod is useful onmly in a



limited range of interference levels, and its effectiveness will be greatly weakened

with a variable level of interferences.

A more radical method of protection [59] consists in the use, along with a sig-

nal recieved on the main antenna, of a signal from an additional antenna, for which

the amplitude diagram coincides with the form of parasitic lobes of the diagram of

the main antenna (or the corresponding adjustment of amplification factors is used).

As a result of joint processing of signals from the output of both antennas, inter-

ference effective in the parasitic lobe is partially compensated.

Let us consider the optimum method of processing the signals received and we

will estimate the potential noise-resistance of the suggested method. For synthesis

of an optimum system in this case, assumirg the signal and interference to be normal

random processes, it is possible to use relationships (4.2.9) - (4.2.11). Inter-

ference, in accordance with the above, will be replaced by white noise. The sig-

nal from the target, received by the additional antenna, will be disregarded.

,ith this, for functions of' correlation of signals yl(t) and y2 (t) received on the

main and additional channels we have, respectively,

Rit_ (t• s i i i(t eRPU($ t t 1- 1

+ (Af + Aol) t, t),

Re(s. O t) 'is ij~T)(W ' 0  t )

whero t0l and N2 arc spectral densities of noises in channel3;

" is the attenuation factor (ta.king into account the s,•gn, depending

.0, on the number of the lobe) of interference in the second channel

owing to th.q difference in the directivity factors of antennas.

';olution of equation (4.2.10) for this cas8 can bu prosent~ed .n the form

. 0'



4k.• In the case of slow fluctuation, coefficients Bj,(t,,i ,) do not depend on time

and with accuiacy up to immaterial factor A awe equal to

B. = A; B,,= B,, A -i.. B32 (a M, (4.12.3)

Substituting these expressions into (4.2.9), we find

L, (y)' ~ a'iKN.+VZ

Thus, optimum processing in the considered case includes subtraction (or addi-

tion if a<O) of output of channels, and in the remaining does not differ from opti-

mum processing of signal in one channel on a background of noises, If the directivi-

ty factor of an additional antenna directed toward interference coincides with the
fL~,

level of the corresponding parasitic lobe of the main antenna, and/in the additional

channel is small as compared with interference, then the factor during y2 (t) can be

[ ." replaced by one in (4.12.4).

During fast fluctuation of sign&4 the solution obtained is fully analogous, The

difference of output voltages of channels must in this case pasp through a filter

with frequency response (4.3.8), be detected and be integrated during the time of

observation and with this parmeter h in (4.3.8) in this case is equ&a to

Detection characteristics for the considered sstem of detection, as is vasy to
-•": •e, havo the same form as for a single-hael systtm. (lIl the s1l.-tc-

-ohann syte. Onl th .inl-

Interference ratio changest

* ,i,+ . .I._ _ (4.12.6)++

. From (4.12.6) it fa1Ollo that when c• I the effect of interforence during

opti.,n= processing is coopletely reaoved, and. only the sum of noises in both l nrw•ols

affects the quality of detection. In practice, the e'Ceotivuneae of 4o3pWsation

*! *



- turns out to be significantly lower because of inaccurate matching of amplification

factors and values of directivity factors in channels.

It is necessary to note that compensation of interference can be carried out

by such a method only whLn interference acts in the direction of the parasitic lobe

of the main antenna. During a hit of target and interference in a beam of the

4 diagram, levels of signals received on both channels become commensu.rable [taking in-

to account the ^actor during Y2 (t) in (4.12.4)] and the signal is compensated simul-

taneously with the interference. However, ever4 in this case the considered method

has an important advantage: capture of a source of interference by angles becomes

impossible when it hits the parasitic lobe of the antenna radiation pattern.

It is necessary to note that the given method of selection of signal may be,

obvioutslv.-used with success for protection also from active interfernces Of

* another form, .. eective in the direction of the parasitic lobe. It is essential

that a change in the intensity of interference, in tine does not lower the effective-

S noss of the method.

"�1•.• Tnterfernce-aviotnary Uandom Process

Aý%bove it was assumed that interference affecting the system of detection, has

a a- sct•r•n width significantly larger than the spectrM' width of nodulatton, Cases

are encountered. where this .asduptio;- is not fulfilled (narrow-band spot jawming,.

* - rad•n pulseO ja'xing etc..). .amiuation of lthes cases not only aflaws us to esti- -

.mat* the effectiveness of such interfeorences, but also answers the question con-

cerntw the expdlencv of exoanding the odlWAtion spectrum. from the viewpoint of
5:. ,:.. protection frcxn.aotli intorferences.

Thus, let.us consider interference in the foit of'an arbitrry.stationary random

process, assumgi thAt the sctruu width sig.ificant4ly exceeds t"e narrow-band

tilt4r trannminsion band in the reeiver, Thit will -allow us to consider the pro-

cost at output of rilter to b Gaaussian, not bWing interosted in the exact

(6- 
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distributive law of the interference, and to replace interference at input of filter

by equivalent noise. With this, all detection characteristics can be used, which

relate to a case of detection on a background of noise, in which the signal-to-noisea

ratio should be replaced by the signal-to-interference ratio. Equivalent spectral

density of the interference at input of the narrow-band filter is determined, as it

is easy to shcw, by relationship

N.=i(Im 5 a .[.(,,).. (I,.) ,-- 18) '(tU - ,) dt1di,,. (4.12.7)

where 4m is the difference in carrier frequencies of the interference and the expected

signal;

r(t,-t,)is the envelope of the' correlation function of interference.

,' Joxpressing r(tl -t 2 ) in (4•.2.7) through spectl..density of interference

S,'), we obtain

- ~ f~s~)Su~~A~.d~.(4.12.?')

Subst1tut'.g this expressio into. the .fo la for the uigna-to-node ratio*

we obt~ain a eignal-to-intortezW Oc rastio. in the form

.ýWhe usin folm"14,(4.22.)o We shoulA OW attention to, the. f~t thati $4(0) I$e
"t."e Smeml density. Of a l-frequency e..elope of int-rfer . . .v,) ,s.(od td)th the

speatr&l density, of interference S(. roreutionshi

The mxidnusg S(4) Istic largr th"a the, admi 120" Si) u~ t d th

which is the rweeenc, ,t1U,,w h i,,tegrol in (4*.12 ).,

It ..odu-itidý,, U: Ok•. -th.n

.:.s m &E £~g(hO4g(~,~A~),(44j2.9), iF., f
. "- ~ .- -- 4 d s...*' *"'.: . ," '. 2 . , ,
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-from which it is clear that in a narrow band of interference, smaller than the repe-

"tition frequency, it affects the receiver only when Ae0=kfL,. With this, due to the

broadband nature of the modulation,

U-Sm. () •S, (A-- kQ,). (4.12.10)

In the case of a band of interference, great as compared with the repetition

frequency, it is possible to replace the sum in (4.12.9) by the integral

U In order to imagine the character of the dependence of the signal-to-interference

ratio on the width of the spectra of interference S0 lw) and modulation S.(), we ap-

prox~imate these spectra, for example,, by fl-shaped. curves with a width of 4', and

ij, respectively. Then, taking into account (4.12.11) and disregarding shift"• we

obtain when aI.4 AI.M

-. __ . V ,, .;

841 a ,

whore P, is power;

IV# is the maximum of the apectral deneity.of Inteo tfoe ce.

(vow.(4.12% ) 2 it i0 lv4r that the efoeativ1emas of intrfenoe a eterned

1y the relative maodiudo of aPotnl 4onsity. of quivalent noise which dimin-

Nisns during expanSIon of the s5pO4ctru of. matd ltton With this, by 4one should

w.dor.ta.d the power of the nin ti M mdulaon bant Hence expansion

of the nmdulation spe.trm loads to x% inovase of nrte-rosistance, when the width

of thio spoetrum is moro than 'the Width of the Lntearternte spoctrum.

"* irinc exp.VSIo or tole rin tenoe Spetruo th'e- following pattern is. obsorve. -

At first, interferen"- aftfcts the.. IYstm oly .uring•..o, nea to the magnitude Of

the maltiple frequency of ropetiti~on, where effectiveness i. lowered with expansion

of the woulatilon spe.t ,. it the width of the prior interval, of Doppler fro-

que .io1s .Usiitiatly loss than. the rpetition frequenry, then it it rather

. .. .

I .. .' : .



dif'ficul, for such interference to hit in this interval.

Narrow-band interference can be used as a false signal for withdrawal of the

.,. tracking system with respect to speed or false operation of the system of capture

with respect to speed. To combat such effects it is possible, apparently, to use

-the immutability of the properties of interference depending upon the magnitude of

delay of the expected signal: operations have to occur in tiLe same channels, de-

tuned with respect to speed, at all distances simultaneously.

'.fnen .. < A, <Aj , requiremn;nts for accuracy of adjustment of interference are

considerably lowered. It is sufficient to have an accuracy comparable with the

vidth of the modulation spectrum. The effectiveness of interference with this does

not depend on the width of its spec.trum ard decreases during expansion of the modu-

lation spectrum. When Aqf>Af. requirements for accuracy of adjustment of inter-

ference continue to lower. Effectiveness of interference, obviously, decreases

a during an increase of "Y (an even greater part of the power does not affect the

receiver) and is determined "y the relative magnitude of spectral density of inter-

ference in the modulation band.

As an example of stationary interference, let us consider random sequence of

Spulses, whose moments of appearance are distributed evenly, and the number of pul-

ses in a f xed time interval is distributed according to the law of Poisson. Phases

of high -frequency filling of separate pulses will be considlered random (incoherent

sequence of pulses). With this, the crrelatio function of a sequence of n pulses,

appearing at interval T, much larger than pulse du;ration, is .equal to

' R, (0: R te P, Ur . (t) u: (t - !o:lr "

where F• is powe.* ;

, ..u, is complex modulation of pulse.

.uring T v ii the average frequency of pulses.

-'7'
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""inally, for the spectral density of interference S4(a) we obtain

S. ( 0) - CPS A 0) (4 .1 2 .1 3 )

.-. where PL is the average power of interference;

S,, is the spectral density of the modulation of interference;

•i",-''w. = I U.. M )

't. is the effective pulse duration.

The effectiveness of random pulse jamming, as one ,my see from (4.12.13), is

. determined by the form and width of the spectral density of modulation and is identi-

cal to the effectiveness, for example, of noise interference with the same spectral

density.

This affirmation is true, of course, only under the condition that we consider
0

a receiver designed for the detection of signal in noise and not

having a special means of protection from random pulse jamming of the type of

mechanisms [591 which cut off the receiver during the effect of a powerful pulse.

The use of such means is expedient, apparently, only with pulse signal. With con-

*i tinuous radiation, their presence would lead to a loss of part of the receivable

"signal which greatly lowers the effectiveness of the use of modulation during re-

ception.

4.12.3. Relay Interference

Modern generators of relay interference have a very wide band (Ch. 1) and allow

us to amplify and re-radiate signals with any practical law of modulation. Owing

to motion of a target carrying a jamming transmitter, the re-radiated s•ignal ac-

quires shift with respect to frequency and delay the same as a reflected signal.

If additional shifts with respect to frequency and delay are absent, then this sig-

nal is distinguished only by power from that reflected from a target carrying inter-

ference. The presence of such a re-radiated signal can prove dangerous only when a

*••.
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relay is fixed on a false target used for camouflaging a true target. Usually in

- relays additional delay of the re-radiated signal is carried out and also shift of

signal with respect to frequency can be carried out. In this case, relay inter-

. ference can be used also to camouflage a target carrying interference.

To discern a signal from a target and interference, additional delay of re-

radiated signal can be used. Out of a group of signals the nearest should be taken.

If there are several targets or high ambiguity with respect to distance, then this

method can be ineffective.

"If the power of interference is many times more than the power of signal, then

this difference in power, in principle, can also be used for selection of target.

.T Ln particular, during a hit of powerful relay interference on the parasitic lobe

(if sensitivity of relay allows such a possibility) interference compensation de-

scribed in paragraph 4.12.1 can be used. In principle, discerning the sigmal and

* interference in this case can be, apparently, carried out, using the difference in

statistical properties of these signals; however, such a method requires long track-

ing of both signals, and its possibilities as yet have not been studied.

4.13. Conclusion

In the process of analyzing systems of detecting coherent radar signals on a

background of noises and of various kinds of active and passive interferences we have

discussed basically three forms of problems having great practical value: the selec-
the/

tion of the main signal, the selection of/processing method of the reflected signal

S.and a quantitative appraisal of the quality of work of the various detection systems,S

* which has been reduced to a calculation of thu threshold signal-to-noise ratio or

signal-to-interference ratio, corresponding to the given probabilities of correct

detection and false alarm. These three forms of problems we will touch upon once

again in this conclusion.



We will start with the methods of processing the received signal. As analysis

has shown, optimum methods of processing depend considerably on the properties of the

reflected signal and the form of interference affecting the radar. With the prac-

tical structure of radar it is natural, it seems to us, to take, for a basis, a pro-

cessing method sufficiently near the optimum method of signal detection in noise,

supplementing and partially modifying it during operation, depending upon the form

of interference. With this, in the radar receiving mechanism, working without the

participation of an operator, there should be an indicator determining, by the

character of received signal, the form of interference and directing a change in the

character of processing.

In a majority of cases it is possible to indicate a number of characteristics,

by which the character of affecting interference can be determined sufficiently

accurately. The distinctive peculiarity of noise interference, for example, is its

broadband nature and the fact that it affects all receiving channels, detuned with

respect to distance, equally. It is possible to include in the receiver an additional

"channel, tuned to distance, where the appearance of a target is excluded, and to use

this channel as an indicator of noise interference. For an indication of passive

interference in a large number of cases it is possible also to use its large ex-

panse (as compared with the target).

For detection in noise in contemporary radar sets, using inherent coherent sig-

nal resolving power with respect to speed, it is necessary to use multi-channel

detection systems. Separate channele should be detuned with respect to distance

and speed to a magnitude of the order of the resolving power with respect to these

parameters and should overlap prior ranges of distances and speeds of detectable

targets. Certain elements of channels can be combined. This question was dis-

cussed in detail in Section 4.5. In every channel multiplication of the received

signal by the expected signal should be produced (or gating of output of the reducing

filter, which can be common for all channels), narrow-band filtration, detection,



and if the reflected signal fluctuates rapidly, incoherent accumulation during the

time of observation.

In the presence of passive interferences, if interference is broadband(Af.T: ýI)

and the modulation spectrum drops sufficiently fast, the described system of detec-

tion on a background of noise can be used with success. In this case coherent ac-

cumulation carried out in a narrow-band filter ensures almost the same suppression

* of interference as the corresponding optimum processing.

In a case of narrow-band interference, for its suppression a system of period-

by-period subtraction can be used. During the corresponding selection of multipli-

city and the magnitude of attenuation in the delay circuits and during coherent

accumulation of signal after subtraction, such a system, as analysis has shown, in

a large number of cases is near optimum. In order to avoid changing the character

of processing during the appearance of passive interferences, it is possible to use

an increase in time for examining the directions occupied by interference. Such a

method can give good results when the angular dimensions of interferences are small

as compared with the width of the sector of survey.

Use of a special method of processing a received signal (coherent compensation

of irterference (Section 4.9)] is inevitable in the case of point interference with

an assumed distance from a target smaller than the resolution range with respect

"to distance. Processing of such form can be carried out by means of multiplication

of the received signal by the support signal equal to the difference between the

expected signal from the target and I the signal from interference, taken with the

corresponding factor, or by means of corresponding subtraction of values of the

output voltage of the reducing filter.

Let us turn to the question concerning selection of the main signal. Here we

can monLion the number of utilized carrier frequencies, the law of modulation on

each of the working frequencies and concerning the width of the modulation spectrum,

deterrm-iing resolving power with respect to distance.



As analysis has shown, the simultaneous use of several working frequencies,

spaced from each other far enough that the corresponding reflected signals are sta-

tistically independent, allows us to increase considerably the free-space range of

a slowly fluctuating target and during the corresponding selection of frequencies to

ensure reliable selection on a background of passive interference in a given speed

range. If the signal from the target fluctuates rapidly, then the range, with an

increase in the number of working frequencies, no longer increases, and from this

point of view multi-frequency work becomes inexpedient.

The law of modualtion of the main signal from the viewpoint of the problem of

detecting a single target on a background of noise has no value. The effect of this

law begins to show only when it is necessary to distinguish several signals, which

can be signals from several targets, signals from a target and passive interference,

or a signal from a target and active interference.

Results of Section 4.10 show that the best selection of a target with respect

to speed is ensured during the use of a signal with line spectrum, and if it is

desired, to combine this property with high resolving power with respect to distance,

"the number of spectral lines must be increased. Such properties of the main sigrAl

are easiest to obtain, using a periodic signal with intraperiodic modulation, ensur-

ing good distance resolution (for example, a pulse signal or continuous signal with

phase-code manipulation). To remove ambiguity in distance and speed, inherent to

the periodic signal, in those cases, when this ambiguity cannot be avoided by selec-

tion of repetition frequency, it is possible to use a change of repetition fre-

quency in the process of operation or a combination of several frequency chanmels with
S

various repetition frequencies (paragraph 4.10.3).

lWidth of the spectrum of intraperiodic modulation determines the extent of the

resolution range with respect to distance. As discussion in paragraph 4.10.4 has

shown, from the viewpoint of reliability of target. detection on a background of noises



and passive interferences, it is expedient to decrease the resolution range only

as long as it does not become less than the dimensions of the target.

""• certain radar stations it can be expedient to change resolving power with

respect to distance in the process of operation. An increase of resolving power

after capture, with respect to angles and speed, can be used to decrease the number

of channels in the system of detection (Section 4.5).

The canparative analysis of various forms of signals and the methods of their

processing, the results of which were briefly enumerated above, is possible only with

the use of their quantitative characteristics. In this chapter we obtained a large

number of relationships determining the form of detection characteristics and allow-

ing us to find the probability of correct detection and false alarm and the magnitude

of the threshold signal-to-noise ratio or signal-to-interference ratio corresponding

to the chosen probabilities. Many formulas for threshold signal-to-noise ratio

(signal-to-interference) are sufficiently simple and can be used during engineering

"calculations.

It is necessary to note that during the analysis and synthesis of detection

* systems we have considered basically two extreme cases -- fast and slow fluctuation

of reflected signal. For the intermediate case, the relationships obtained, were

not defined due to essential calculating difficulties. Results for this case, re-

lating to the synthesis of optimum systems, do not present, in our opinion, an es-

sential practical interest (these systems are vei'y complicated and will hardly be

used, and moreover, they apparently give small gain as compared with the mechanisms

usually utilized), whose detection characteristics it is impossible to mention.

The problem of determining detection characteristics in an intermediate case

between fast and slow fluctuation very frequently appears in practice and the so-

lution of it, furthermore, would allow us, finally, to establish where slow fluc-

tuation ends and where fast fluctuation begins. On graphs illustrating the character

of the dependence oi' threshold signal-to-noise (sigaal-to-interference) ratio on the



width of the spectrum of fluctuation of the signal, the corresponding sections of

"the curve were plotted by interpolation. For a whole number- of problems the accuracy

thus obtainable is apparently sufficient. Nonetheless, accurate calculation of de-

tection characteristics on this section of change .AfCT at least for a particular case,

presents essential interest and is an urgent problem.

It is possible to indicate in this chapter also several other questions relating

to the detection of coherent signal not receiving a sufficiently complete reflection.

"In particular, there is the problem of synthesizing an optimum.detection system de-

signed for a group of interferences capable of acting jointly or neparately. As

already has been noted, such a system should possess properties of self-adjustrient

"and include an indicator of interferences, directing a change in the character of

signal pricessing and possibly a change in the properties of the main signal, This

probler- is vtry great and complicated. At present, we probably do not have even a

SuffUicLently clear nathematical formulation for it.

-i'tnher nr-belem is connected witlh the selection of the form of main signal. In

"section: .10 it vas shown that a signal ensuring good target selection with -respect

to speed on.- a background of passive interferencen, should posseas line spectrum.

At thd same ti.• it---s desirable to combine this property with high resolving power

"twith respect to distance. A combination of these properties takes place in the

periodic signal, h,'.ch possesses,: however, high ambiguity in distance and speed.

- Hence the question appears whether it is possible to form a signal with line spectrum

"and high resolving power with respect to di stance, in which the deficiencies of

"" periodic signal would be at least partially reduced. Solution of this problem would
S

be, it seems to us, an important contribution to the theory of radar signals.

An important problem for investigation is also the problem of detecting a fluc-

tuating coherent signal during variable observation time depending on the obtained

realization and during the use of a multi-channel detection system. In our opinions

the solution of this problem is of special interest, taking into account the possible

*•,



presence of active and passive interferences.

- And, finally, a whole number of problems appears in connection with optimizing

survey and investigation. Enumeration of these problems has already been given in

" Chapter 3 (Sections 3.8 and 3.9). We will note only that the particular questions

examined in Section 4.7, relating to this problem, indicate promising investigation

il this field.

-i
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CHAPTER 5

DETECTION OF INCOHEENT PULSE SIGNAL

5.1. Introductory Remarks

In accordance with the definition introduced in Chapter 1, an incoherent

9'• signal differs from coherent by the presence of additional random phase shifts for

separate periods of modulation. These phase shifts are stipulated by the method of

generating of signals of such form. A high-frequency generator is started in every

period by the pulse of the modulator. Here, the phase of oscillations of the

generator chaanes from pulse to pulse in random fJrm. Initial phases of oscillatioais

.s in seperate per'iods are independent and are distributed evenly in the interval

(0; 2 r

Obviousl~y, the distinction betwen incoherent and coherent signals is kept

only as long as the values of initial phaes are not remembered and are not used

during reception. In systems of selection of moving targets sometimes are used

. [651 so-called coherent heterodynes, phased by every pulse of the transmitter. Here,

the signal on the output of the mixer is coherent.

The distinction betwen coherent and incoherent signals becoes imaterial in

the case when the bandwidth of the filter, carrying out coherent storage, is signit-

icantly larger than the frequency of repotition.

- If the off-duty factor of pulses is high, then such expansion of the band does

not lead to distortion of modulation: for the pulse duration, the filter, as



before, works as an integrator. During the time between pulses, voltage on the

. output of the filter is decreased almost to sero, so that the neighboring pulses

are detected independently. This circumstance allows us to use, in this chapter,

in the investigation of the characteristics of detection of an incoherent signal,

a number of results, received in Chapter 4 for a coherent signal.

The consideration in this chapter starts from the investigation of properties

of the relation of verisimilitude for an incoherent signal. It seems that the form

can be added to the optimu operations, acceptable from a technical point of view,

. only for extreme cases of slow and fast fluctuating at a very large and minute

signal-to-nDise ratio. To find the characteristics of detections, corresponding to

optimum operations, in the general case is not possible. Therefore, proceeding

from a number of other works [9, 19], we consider these characteristics only for

a system, carrying out summation of squares of envelope pulses during the time of

observation. Besides this system of detection, M the chapter is analysed a system

with binary storage, and also a system with integration of swnnidg by distance.

For the considered systems, equally with reliability of detection on a background

of noises is investigated the noise-resistance in reference to active interferences.

5.2. Relation of V erisiilitude For an Incoherent $ItM41

The character of optinum processing of an incoherent signal is determined by

the relation of verisimilitudc. This relation may be, obviously, found fro the

"relation of verisimilitude for a coherent signal by mans of averaging by additional

phase shifts in every period. If the signal ws coherent and additional ph&e shifts

are absent, then the relation of verisimilitude for the case of detection of such

"a signal in a noise would be recorded in the form of (4.11.5):

SA exp ii.

where

S• ':. ( t- ) dt.

,.__ _ .( . =1 =)==,"d- ,(5.2.1)



v(,j, k) is determined by equation

-q--signal-to-noise ratio for. the period.

In the presence in the J-t~h period of an additional phase shift 0, in (4.11.5)

fi3 replaced by f)e, xp (is),). Averaging by all 4,, we obtain
211 2u%

0 0

where A)~ff is the value of the envelope on the output of the system intra-

period processing (reducing Arilter or IP'A, if intrapulse modulation is absent).

SInt~pration in (5.2.3) cannot be produced without introduction of additional

limitations on elements of matrix I1v(j. k)II. In connec-tion with this, 1slt-*us.

immi~diatelly turn to consideration oe particular cases.

Leot US assume that the signal-to-noise ratio during the time of observation nq

is small as compared to one. Here$ the exponent in (52.3),: the index of which with

*hig~h probability turns out to be mi~nute, can be replaced by the first. two members ot

its Taylor series. With accuracy up to members on the order of we ob tain

Pow I +A

Oipt~imum interperiod processinig consists, in this case, of sumeation of squares

of anvelope signals,, occuring in various period& on the output Of the Vet"m

* - intraperiod processing) with coefficients. v(j, J)# which in extrem cases of fast

VO and slow fluctuations of a signal do not depnd on J.Processing of such form can.

4.be carried out with the help of a square-Jaw detector and storing mechanism (for

example# a potentialoscope).

The sam result occurs, as is sisple to see, with an arbitrary signal-to-noise

*ratio, if the correlAtion of fluctuations of signal in neighboring period* i's ab'sent..

Here, the relation of verisimilitude has the form

A ep A

With a large signal-to-noise ratio q elemnts of matrix lljIvM have, relative

Vto q, a magnitude on the order of one. If in the received signal y(t) theis is a



useful signal (exactly in this case, it is desirable to continuously reproduce the

relation of verisimilitude on the output of the receiver), then with high probability,

coefficients at e'$'1-4) in (5.2.3) have a magnitude on the order of q and integrand

in (5.2.3) quickly diminishes by measure of removal from maximum, taking place at

- = 6 n. . In connection with this, the magnitude of the integral is deter-

mined mainly by the behavior of the function in the nearest environment of the

maximum, where e's'• it is possible to decompose into Taylor series by j--o,.

As.a result, w obtain e V A

j#IAXU(.....k - (,..,. fl-tA. V4~~~ AI,-G Af(.

The coefficient at the exponent depends on A A significant4l• l3ss,0 th

t the exponent, and its presence during interpretation and embodisnt .of optimu
oprat.tor' caf not be considered. Basical, thse operatMis reue to the "

C orma~ico of a quadratic form XtP/A)A41 To a formation of &iiaogoi a Crn is

redu~ed a.lso the optimum operations during *chrentý 1.a Wl, o their&f hee.dirto..

.... •ul•s of traperiod.procesrsin, and not their modu.U- re entered in it.:As -'

ir.dicattd in the examination of a cohren t sigal thetoftm of such hi•, tn-.be

*"ceived as the result, of troradiosion, of the converted sign4a throug a storing

ilter, coordinted -.with th spectrum of fluotuatims of the. reflectsd signal

(durintw fast f luctuations) or in the -time of observation (during s low, fluctuations), .

9.. quadratic detection an. subsequent storage dur•ig the .ti of observation (the

latter, onl YIn the case of procesing of-itnflopfl A1  Al and quadratic detection

is replaced by raising to a square, which during slow fluctuation,. whet subsequent

a t? orage is absent, is an inverse operation (sm Chapter 3) nd can be rejected.

. Thus, during slow fluctuation, the optimum intear~riod processing for the considere

* case of q > I. reduces to liear detection and storage. During fast fluctuation,

. this accumulation should be carried out with the help of a pulse filter, coordinated

with the spectrum fluctuations, -the result of storage should be raised to # squar



and, in turn, be stored already for the whole time of observation. In a limited

"case of fast fluctuations, when the amplitudes of neighboring pulses are statistically

independent, storage after the linear detector disappears and optimum processing

reduces, as already was noted, to sumation of squares of the envelopes.

Actually, in radar stations using an incoherent signal, the interperiod

processing consists in detection and storage of a predetected signal dur-ng the tim

of observation. The characteristics of utilized detectors, as already was noted in

." -Chapter 2, are similar to-tqudratic at small input signals and to linear with

a high level of the signal. Thus, in existing radars, processing is used which is

similar to optimum in two extlremaý caso• of fast and slow fluctuations. In thei

interval between these cases, optimum processing considerably differs from utilized,

hegin significantly more complicated. Unfortunately, mathwmatical-diffic,'•Lies do

not allow us to produce a sufficiently strict daparison of these methods of

proces-oin•, which would permit us finally to solve the question about expediency of

transition to the optimum method. The accumulated experience of coparison of•

various methods of sign~l processing allows us' to assume that in this case the -

transition to optifu pr in does not psovisan ssential ain. The etfC-- -

.iv-n..- 6 f-.. both . c'mpar-dmi ea of the influence.of

fluctuations duri.g accumulAtion .of independent values .of the signal fr'c tht outimt

of the ýdetetor &ahrdyconsiderabl$ changes upon foertain -modification o.f the

MetOd Of SNAIetusaOIN.

R .egarding the dp•en, e of. threshold signal-to-.nois ratio -.a the f-of

"detertor €haracteristic, then-to thWs questin, a. it is knon, at the dawn of th,

*development of radar'.theory, .. as dev~tisd a 7g-reat deal of theoretical and experisintal

o .rk*, as the result. of which, it ws fixed that the influence of this aharacteria.-

is hardly esse.tial. In the future, In the calculation of charact•ristis of

doetation of incoherent signal, we shall consider the detector 1.0o be quAdratic,. In

order to r*ceive final results in sufficiently sinple form.

,,-* -_. -. . . ..

1-1/...... . a.



In the investigation of various systems of detection, we will be interested

only in post-detector processing, considering intraperiod processing of the

optimum type. Calculation of deviations from optimality can be done in this case,

K'•' as it is easy to see, with the help of the same relationships as with the coherent

signal (see Section 4.4).

5.3. Characteristics of a System with
Summation of Scuares of Envelopes

We shall calculate the characteristics of detection for a system, on the

output of which is formod and compared with the threshold the magnitude
A 2 = lhr.(5.3.1)

It is easy to see that expression (5.3.1) is a partial case of formula (4.11.7).

when v(j, k) =-6. Considering this oirumstance and using (4.ll.8)--(4.ll.lO),

for the characteristic function of magnitude L' we obtain

"C"( .& ~Ii P 0t, I; y)d( (5.3.2)

where Rj& -function of interporiod correlation of received signal (se (.11..41)],
and GO, J; ) is deter•mined by equation

v 0(~~O., Y; -- tY l ;yR,.R• (5.3.3)

"If the input of the system of detection i• influenced only by noises, then

* aj, the dotwmiunat in de itor (5.3.2) bece dJagonal and easily is

,4, ;" •acalculated (i) =(1 -i•)1"

This characteristic function corresponds to chi-squat- distribution with 2n de•gees

of freedom. In aocordenco with this, for the probability-of fals. alarmp there

takes place ro luA (4.11,82).

In ule presenee of useful signal

'4.



where q is the signal-to-noise ratio on the output of the system of intraperiod

processing.

At optimum intraperiod processing, q is equal to the ratio of average power of

signal for the period of spectral density of noise. Dependence of q on various

withdrawals from optimum processing was considered in detail in Chapter 4.

Calculation of probability of exceeding of threshold for that came in general

form cannot be done. Therefore, we, as earlier, will distinguish cases of fast and

slow fluctuations. During slow fluctuation (p (jk) - 1 jk = , ... ,n) the

determinant in (5.3.2) also can be calculated imediately. As a result, for char-

acteristic function 'V(q), we obtain an expression, fully analogous to (4...20)

. +- nql - -0 (5,3.4)

9- whence for equation of characteristics of detection analgous to (4.4.21) we have

at F -D D A•( K --1(n-I)F - 2.
•i•.:i D~x~l-- •1"•1 '(s.3.5)

From (5.3.5) far threshold signal-to-noise ratio qo, corresponding to

probabilities F and D9 we obtain

•" 1.-(5.3.6)

"Comparison of (5-.3.6) and (4.4.28) show that dependence of thresholid power

of signal on the number of incoherently stored pulses caries the saimneharacter,

as dependence of q, oan the product of the transmission band of the filter for the

tia of observation during detection of coherent sinal. Corresponding the
-,4.

lose, stipulated by use of incoherent acamulation instead of coherent, coincides

vwith the loss, stipulated by "expaian of the filter band as eompa••e with that

* coordinated t. in a number of tinse equal the number of stored pulses n.

If in is great, then threshold owing to inohmnert acoaulation is increased by

127T

. , -.

9, :; . ,
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During fast fluctuation, the solution of equation (5.3.3) can be received by

Fourier transform. Substituting this solution in (5.3.2), w obtain

S(1)==exp -- ±5 I{1 -in -J[.-qSl(AO]}dl, (5.3.7)

where S( A) is spectral density, corresponding to the function of correlation

p(j, k).

Using (5.3.7), it is simple to find the semii-invariants of the sought

distribution % +(S~~X, =(v -1)- lt jf+ qs(1)1l"d.
_. (5.3.8)

For calculation of characteristics of detection at large Af1T can be used

*" normal approximation (4.4.10) or Edgeworth series (4.4.11). In a limited case of

fast fluctuations, when AslTJ n and the neighboring pulses fluOtuate independently,

a clear expression can be obtainAd for dependence qo(D, F'.), which coincides,

obviously, with (4.6.3) (upon replaeemnt of a by n), since in this case we also

deal with incoherent accumulation of a certain number of independent campnents

of a signal.

"The Edgeworth series can be used for aalculation of characteristics of

detection also at arbitrary valubs of 64T, In connection with this, it is

useful to give here an expression for semi-ivariants, not using solution of

equation (5.3.3) by the mthod of Fourier, received for the case of a/cT,1.

We *hall find the solution to (53.33) in the form of a series

by substituting which in (3.)3) and equating the coefticient$ at identio& degrees

. : in both parts of the equlity, It is simle to be convinced that

W,Q. 41-M 0.1.0(1. 14)64+0pt, k)j. (5.3.10)

i.e., that-mtr IIO.1A. k)4l is obtained b' raising the matrix f,.+ qq•)1 to

the (v + 1)th degre. W subttuwting9 (•..9) in (5.3.2), mU obtain

"] 
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whence it follows that the sought emi-ivariants which are, as w know., coefficients

at (ir)X/vt in the decomposition ofIn (1)in a series by degrees of ii, are deter-

mined by formula
. (, - I) Q U_, 1)(v- 1)I Tr 1ijA+qp (, k)gF, (5.312)

where Tr(taj*,& designates the sign of thev-thpour of matrix Iiaikil.

From the matrix theory, we know that

where r (I{/= 1,..,n) are the characteristic numbrs of matrix :4k, determined

by equation 0.

It is easy to see that characteristic numbers Pj of matrix JJa~,,+qp(I, k) i

ane connected with characteristic numbers sj of matrix I1p(I. k)IL by the relationship

so that|:::,:M. "- ,1)1,, + Mr.. .. )

The problem of calculation of semi-ivariants, entering Iiworth srise, as

reduced, thus, to determination of characteristic numbers of matrices IIpi~ I, i*e0,

to solution of equation (5.3.12) for this matrix. 'In the majority of practical

cases the solution of this equation can be dons only with use of compuatational

engineering.

in pig. 5.1 ane represented grpia31the results of calculation of character-

istics of detection, vocducted by IL W. Anianto. and Yu. 0. 3osulin for signal with

exponential function of correlation.

- Fram the figure it is aIbar, that dependence qo(n) at constant AfcT>O has

*a minlion, i.e., there exists -an option numer of pulsaes into which it *is

expedient to divide the power of the emitted Signal# in ardor to ensure maxim.

range * kiten of the option is cmaeted with the effect of dboreass at

relative magnituade of fluctuations in the use at several noA cacplett2y correlated

random, signal comqourtso

.•s s '' p ,'



At AfT-=O an optimum, naturally, is absent and the threshold signal-to-
noise ratio q0 monotonically grows with increase of number of pulses, between which

the emitted power is distributed.

1. N

!:o.. .........

'•,,

INC

i!--

ON. 
, 

0

4":0

'Fig. 5.1. Dependence qs(n. ah?)
for incoherent sivial '-al

This growth is connected with Um dooerase-of power of signal, poMseased
o3ohorerit.y (power of separate pu3.se). It is necessary to note that. at &IT>O
at. suftficientlty large nt there also, takes place growth of 10 with increase of ~
whoisby, as one my me* from the flrjare #4 grows with approximately the ear spoed'o

asi& during slow fluctuation, i.*#, approximately proportional to Vrn-
The proportionality factor$ dopewu~ing on probabilities of correct. detection

wiad false alarm and on the ftlationship between time of observation and width of
specrumoftluctuwations for the case of test fbutaotVioai, cam be found# considering

t~he distributive law of stored sIiga to be Gaussian. The oorwspondling equAtion



of characteristics of detection has the form

At &JcrT> n the neighboring pulses fluctuate independently and S' (A)- 1.

Here,
(5.3.16)

If n It-1, the second component in the denominator can be disregarded and q,

turns out to be proportional to VW~. At very large n. when n turns out to be com-

parable with &IT. the neighboring pulses become correlated. Hers.,

' Tan'Ad1- (5.3.17)
-Ur

where a is the coefficient,* depending on the fom' of spectrum of fluctuations.* For

the case of exponential function of correlation AL- 0.5.

By subetituting (5.3.17) in (5.3.15) and disregarding components 1+2q under

the radical (this is possible to do, if q.~1,we obtain

Usig Pg. 4V t i e SL qmVi (5-3-18)

Usig Fg. . I itis asyto check that calculation byr approximate forsulas

(5.3.16) And (5.3.18).xives results fully satisfactory in accuracy in. regions of

large n.

from the curves in Ifig. 5.1, it is clear that the dependence q.(Att) at

constant. n considerably differs from the analogous dependence at. coherent signal.

With an incoherent signal, q8 uonotanically diminishes with the growth of' A/Cr

when with the coherent Signall this dependence had a very clowl3y exprssed miniwa*m

* This distinctian is cormoted with the 1tet that in the considered casep an increase

e.01 Ale does not lead to lowering of effectiveness of coherent processing, carried

* ~out ortly within the limits of each pulseg i~naswuoh as fluatuating changs of

signal for pulse duration awe asstind to be small. Pae to this assumption, we



always remain in that region of At where the useful influence of expansion of the

".sectrum of fluctuations (increase of number of independent components of signal)

acts in full measure, and the harmful influence (impairment of coherence) is c.m-

pletely absent, i.e., always remains on the left of the minimum.

5.4. Mffegtiveness of Use of Several Frequency
Channels and Several Independent Scga&- Cycles

The questions which are the subject of this paragraph, were already considered

in the pro.ceding chapter for the case of the coherent signal. It was shown that

during e- ow fluctuation of a reflected signal, there exists an optimm number of

statistically independent components of the signal, ensuring a maxiamm of free-space

range with a given total average power. These components can exist either due to

emis3sion on several frequencies, or due to the application of several cycles of

space scanning. With fast fluctuations, the threshold sigal-to-noise ratio qD

monotonically increases with the increase of the number of components, so that the

best results are provided in this case by a inle-frequency radar set or a radar

set with slow scanning, (one cycle for the entire time used in detection).

Analogous dependences with incoherent signal have a number of peculiarities,

whic• we will now consider. We shall start from the case of widtitfrquesny work#

when the power of each emitted pUls is distributed equally between a frequency

chawinels. If the frequency difforene between channels is sufficiently great, then

the corresponding reflected gignale fluctuate dependently. As was shown in

Chapter 4, the optimm method at joint processing of such signals is the sumostion

of result* of proesing ao epirate signal. The corresponding charaeteristic

funetion T',(q) ftor total si.al is equl to the product of characteristic functions

of results of procs"As of separate ftrquency oopewnta. We shall consider that

. in every frequency channel there Is carried out etmation of squres of eelopes.

of separate pulses. Here, the characteriste f•actions of outpAt voltapis of

separate channels e determined by ow.respeding fozna in Section 5.3. In

s. -. !
'A,% * 'A, 'A -m .•



particular, when the reflected signal fluctqates slow~ly, in accordance with (5.3.4)

S..__ _.....+_., ' ( 5 .4 .1 )

where q0 is the relation of total power of signal to spectral density of noise

(one-sided).

If mn is sufficiently great,, then the distributive law of total signal in the

absence of a target can approximatelv be considered normal. Then, at 1-D ; F,

we have

2*'-, (1- (5.4.2)

whence
• "M tl/ 20-,4, - F)

qj, (D

. Dependence qo(m) at F 10-6, n 100 and various D is shown in Fig. 5.2. At "

- D >0.5, function q)(m), as also in the case of coherent signal, has a minimum,

, which corresponds to the optimum number of independent components m•,, sowhat

less, than for a coherent sisnal. Function q, (a) quickly changes at small a, so

that for obtaining a lain in distance, near to maximum, it is sufficient to use

2-4 frequency channels.

fDuring fast fluctuation in a limit, wten £ x and neighboring pulses

fluctuate independently, the use of a frequency channels is equivalent to an increase

of m time the number of pulses. Here, in accordance with (5.3.16) qis increased

by approximately /im times. It followe from this that by measure of increase of

,I.T, the optimum number of channels decreases, With n, comparable to Afar. and

i analogous to (5.3.18), we have

In the case of msltitrequmc operation, it is technicaly more simple

apparently, to have a radar set# in which the frequency channels operate alternately,

i.e., to use retuning f freoquency. Were, the received signal is divided into a

sections, fluctuating independently. each a method, obviously, is completely

l lI .l
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thishld 5.. oetno f treqhold operaltion
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operation during independent campuarson with.
threshold.

equiv~alent t~o the distribution of total time, used for irradition of tI* ie

tarpet, between a OY410e.
During slow fluctuatijon#.the corresponding characteristics of detection

car, be received from those just now considered by means of replacement of M~
b.V,~ , is the number of Jointly processed pulses, n is the number of pulse*
of each frequency) and qIm by q~inasmich a.at each frequency the total

*Power oft th t~ransaitteas is emitted. It adaordance with this, the threshold
sig~nal-to-.noise ratio turns out to be for that case. apwrwldlatlyV i
t.imes less, than during simultaneous operation of frequency channels'(P'ig 5."),

*and meonot~uiioaliy diminishes with the growth or m. Beat rosultci aro obtalne4



at m no, when ejh pulse is omitted at its own frequency and fluctuates indepen-

dently of those remaining. Physically, the gain as compared with the- cae of channels,

operating simultaneously, is explained by the fact that in the use of retuning, the

power of separate pulses, processed coherently is increased.

During fast fluctuation (Afj 1 ), the received signal turns out to be con-

&is ting. of several independetly and randcl•y variable coeponents due to. th.

f Icttuat.ions themselves. Retuning offrequency or subdivision into cycles does.not

"* .lead t~o increase of njber of• c" poent. as long as i.i the time

of operation at each of the frequencies or .exposure time of target for one c~cle

of scanninp) remains significantly great•r than woe. n accordance- with this, the

ma•-•itude of threshold signal-to-noise ratio odoes not ch&Wa,. ,U"pi further increas

*of Fig t~he ratio 'q, diminishes, ilso.: tevdir*'in limit to the valuse corresponding to

t he independently fluctuating pulse..

With the use of several independent oyoaes of scanning, due-to posible:

displacomnts of the target during the'ayclo And from cons iderationsS technical

con"Veience-, it 14- More epedient to ashc& tomariinon of the. output .signal with

the threshold i. each cy*I, t. " .gthe vol"tin or. pr'sN .e a .aoit 'i-t

leat -in k CPUe bram a there occurs exc.edimg of thr'sold. -to siwucitis let

tin conesider tW ase, Ohen k d.16nep n to. tkis cass, tUe characteroiestic

of detection cmn be received fro. the. charateristics of detection~ti anr cye byoa

reple t ."ofp- by p -by d

At .. t Et4  in or ancw..-ith (53j4):

pap -of_ II.I '"i

Apapodesdec (5.4.04t Fa 0 . 0 * 0 n O and vriousD. oi

shown in Fig. $J. At • >0.5# the ee e ) has aM at oftuih am.,.

The threshoIU sipaal.to'aise ratio. turns out to be In this caseswhat jMXala,,

thaan during adaw •at•ion of output votaes -of s•iutanuo ly operatU4 fftqumy

*@.;j,..



channels, but significantly larger, than during accumulation of independent cycles

of scanning (and upon retuning of frequency).

6 During fast fluctuation (AfT> 1), an increase of m leads, obviously, to 4.

.increase of threshold signal, since here near to optimum processing, the accumulation

-of Otatistically independent signal sections, due to fluctuations, is replaced by

independent clmopirson of the results of accumulation in these sections with the

I threshold."

Independent compqarison with the thrshold of results of processing of separate

Sitatisticallyiindependent-components of a signal can be used also in case of

3 i~kdtaneou3 ly'opir&At4ng channels spaced by frequency. Such procesing, In paticulan

S•Lakes pia.c' during sinultaneous irradiation of a detected target by several radar

* stat.ans... During31 S- fluctuation, calculation of characteristics of detection can

alas be d6oe::vn.- the basis of (5.3.6). Replacing A in (5.3.6).by F/'j, F by and

4-.' -by we obtain

" " '<"•: "• •• [ i "(5.4.6)

S -./ :.gig -
l, O.ct q,(a) for that easte, also shown in Fit. 5.# hAs a alnniia for

Sat.. a *.significantlyy moe r r, than durin g aeccumuation or output volthes or

t," fretory hanesre.e. Curves of 4e(M) Pass ag nifioantl y aboe the coievo p 4eino

* ~ rec ot cher 0thods of processir4 eCf stat ticafly independent signal ampanonts

r~,.ýYrile4 here.

5.5. Ysa eo

*. a great timtor of radar stations, the esltaion on the ptv~nee of a target

I ake by Lhe oper'ator' on basis of observations of the output. sigal of the ridor

*ast on the screen ot the cathode-ray' indicator. The signal from the video detoector,

pr&eedlng to the input of the electron-beam tue,, is stored on the Sar..n of tuw,

due t., the m••erness of the luminophor, covering the soreen. Tthrefoar, by the method

,,f processtit, of the sifpal, the system of visual detection is sixilar to an autaatic

*e



system with incoherent accumulation of signal and, in rticular, to a system with

accumulation on a potentialoscope. The essential difference consists of the fact

that the system of reading and relay are replaced during visual detection by the

eyes and brain of the operator.

Any strict theory of visual detection is absent and will hardly appear quickly,

since it is not possible to quantitatively consider the entire mass of psychological

and physiological factors, introduced by the operator in the process of detection.

?he role of the theory:in this question reduces to finding a me-thod of calculation

of characteristics of detection, the results o6 which are more or less well coordi-

nated with experience. Com rison of results of calculation and experiment is

devoted, in particular, to a sigicant part of the book "Threshold signals" (1),

e and also a great number of perio4dcal articles 069-73.

Correct placement of the exporint for determination of the characteristics of

, visual detection is connected.' with. awholie series of essential difficulties. For

the umot Part-, tbs. expriint is Placed in ieledconditions, whereby the validity.

Sof the received idealisatlies i3.4eterio•d oh.4 by the*irtuition of the .xpormenteru

In particular, ~in wh xe .~s eoe 4eOe"tr s all s p2a*ed the problem

of takinp & soluidion: c.erný-to in Aich o1 the lialted ntaber of fixed positions

a4neared a signall if it -is acurael~y know~ ha it' Waxist. Nor*, it remans in-

definite such an oe as hepro ilty ta. a &lam$ ich

significantly lowers the value of tbs recoied rrals..

?Or estimAtion at threshold Sigr,-to-WoSC raio in Visual detection frequently

*it used the so-caledI ciUrwWo di~iation' i they cosiJer, that the signal tin be

* dotejemd with aprobabili~ty, swarC A. 0.5 it, tt* W4 oretN~ e of smea valu~e' of stared.

s I oal in poiats ot the soreefi, where -.0 usef*1 OignlIis located and where it is

inot, Is APPrOziutsly equal .6 theman-4quomr dowiatilen. tis; ariterion gives

V result, quits jea to "~rlaenWa AMd in *atit± alw - truly Welect. the

dependence characteristic rap incoherent soot Uti~fl, *.mawq'%I.a

-.4< ? .. :. .. .. ,, --<* . . . .. .. -.
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For calculation of qo at various D and F it is necessary to obtain some kind

of model of a system of visual detection. As such a model can serve, for example,

a system with an accumulator in the form of a potentialoscope and relay. The

operator, using observations only for one cycle of scanning, is not able, apparently,

to ensure reliability of detection higher, than the proposed model, since conversions

-of the signal carried out by this model are near to optimum. If such a model is

used, then for calculation of characteristics can be used the results of Section 5.3.

The results of the experiment, described in [71], show that in reality, the

operator uses several cycles.: with an increase of number of cycles, the probability

of detection growed faster, than this would be during independent processing of cycles.

it follows from this that an increase of range of the radar set with visual detection

can be received by means of increase of speed of rotation of antenna. A reasonatie

-.limit of such increase should be fixed experimentally, since the mechanism of use of

neighboring cycles is unknown to the operator. Conducted in the preceding paragraph,

-the calculation, of characteristics of detection for various methods of processing of

statistically independent components allows to assume that for visual detection, the

range, near to maximum, can be received in 2--4 cycles during the time, used for

detection of target.

5.6. Influence of Active Interferences On a System with
Accumulation of Squares of Envelopes

We shall now investigate the influence of active interferences on a system of

detection of incoherent signal with summation of squares of envelopes of separate

A pulses, subjected to intraperiod processing. As varieties of interferences, we shall

consider noise and random pulse jamming. With respect to relay interference, we

*• cannot add anything new to what has already been noted in the discussion of the

coherent signal; and therefore, this form of interference Is not specially considered

here.

,.. During the analysis of noise-resistance of incoherent systems we will not also

V Y 1



specially remain on the question of influence on these systems of passive inter-

ferences. The question of passive interferences was considered in detail in

Section 4.11, where, along with optimum systems of detection, were cinsidered

systems with period-by-period subtraction of arbitrary multiplicity and subsequent

incoherent summation. It is not difficult to see that, considering in final formulas

the multiplicity to be equal to zero, we can obtain all necessary results for a

system with incoherent accumulation. Analysis of these results immediately shows

the low interference-stability of the considered system which is fully coordinated

with the conclusion made in Chapter 4 about the impossibility of effective protection

from passive interferences without the use of selection by speed. In connection with

this, a more detailed analysis of these results does not present practical interest.

Analysis of the influence of noise barrage interference on the system is con-

ducked just as for the case of coherent signal. The distinction consists only

""' in the fact that for normalization of interference due to the absence of a narrow-

band filter in the receiver, it is necessary to consider the width of the spectrum

* of interference to be large as compared to the width of the spectrum of modulation,

In practice, this condition is usually fulfilled. This assumption allows to replace

Interference by equivalent white noise with corresponding spectral donsity NX,.

With auLomatic or manual gotin control, ensuring constancy of frequency of n .lse

&alarm, the harmful influence of interference reduces to a deoreas. of the equivalent

signal-to-noise ratio. A corresponding decrease of the free-space range of the

"target with given probabilities D and F may be, as with the coherent signal, cal-

culated by the formula (4-12.1).

For protection from interference,, acting in the direction of the lateral

lobe, as in the case of the coherent signal, the method of compensation of inter-

ference, described In paragraph 4.12.1 can be used.

Let us consider interference, represented by a random sequence of pulses with

arbitrary intrapulse modulation ut(t), The influence of this interference on the

0 --
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system of detection in the form considered here does not reduce to the influence

of equivalent white noise. Strict analysis of this influence is connected with

the calculation of interaction of the signal and interference in an amplifier

of intermediate frequency (due to nonlinearity of the amplifier, which we cannot

disregard due to the high level of interference) and video detector. In order to

simplify calculations, we shall consider that due to limitation in the IFA, with

"coincidence of signal from the target and interference in time, the signal and

noises of the receiver can be disregarded. Under this condition, the influence of

interference on the system reduces to the appearance of an additional fluctuating

component on the input and to vanishing of a certain part of pulses of the signal,

coinciding with the interference.

if the frequency of tracking of pulses of interference is not very great, then

vanishing of part of the pulses of the signal in the first order of approximation can

be disregarded and considered only as an additional fluctuating component on the

input of the relay, and also a change of amplification factor, stipulated by the

influence of interference on the automatic gain control. With automatic gain

control and sufficiently frequent interference such a case is possible, when the

interference emerges from under the limitation. Usually this case corresponds to

the impermissibly lowered reliability of detection and we will not consider it.

In accordance with the assumptions, the accumulated voltage in the presence of

random pulse Jamming (RPJ) recorded in the form

+
- 8 -

, w +e"r (5.6.1)

where 81 is the square of the envelope of voltage of interference in the jth period

. on the output of the system of intraperiod processing,

.. is the man value of the square of the envelope of noise on the output of

the same system.

The disLributive law of the first component in (5.6.1) in detail was investigated

in ths preoodint aragraph. The distributive law of the second component at n . 1

* .. . .* a ,. ,"



is possible to consider due to the independence of values of interference in various

periods. We must find tioman value and dispersion of the second component and produce

contraction of the distributive laws of components, in order to find distribution

p(V).

Considering the appearance of pulses to subordinated to the law of Poisson

"with average frequency v, we have

"B2= n IC, A d),'d%-n-v (5.6.2)
j 2

"v"E( B2) n cY

where C( At) is the function of mutual correlation of pulses of interference

u..(I) and signal u(t): .
•:ca: 0.. As)= Us (X + 1) ,,' (X) Q /A* dx, (5.6.4)

and r and A w in detuning of pulses of interference and expected signal from

target in time and in frequency.

In (5.6.2)--(5-.6.4) it is assumed that

f.a.(f)I'df - 5 !a(t),dt 1=. (5.6.5)

"Es. in (5.6.2) and (5.6.3) designates the energy of pulse of L--t-rterence on

the input of the system of intraperiod processing, i.e., after pasame through IFA.

Obviously, in the presence of limitation
::1' (,=p,,1 .6.61.

where U is the level of limitation,
orp

S, Is the effective pulse duration of interference.

* Let us turn to the calculation of characteristics of detection. If there is

no signal from the target, and if n o 1, then the distributive law for V my be

considered normal. Using (5.642), (5.6.3) and expressing the threshold of operation

*of relay by the probability of false &larn without RPJ# for the probabilityr Frpj of

* false alarm we obtain

I. - i 1O ()



where q,

(5.6.8)

and q AOis the interference-to-noise ratio in the period of repetition.

From (5.6.7) and (5.6.8) it follows that in the case RPJ, AGO does not ensure

constancy of frequency of false alarms, which diminishes with an increase of frequency

of interference.

We shall, now calculate the probability of correct detection. For that, let

us recall (see (5.3.4)], that during slow fluctuation the distributive law of stored

signal is a contract of the exponential law and chi-squar'e of distribution with

2(n--l) degrees of freedom. At n ý> I, this law can be replaced by the normal. one.

Inasmuch as the distributive law of accumulated interference also is assumd to be

normal, the law of PMV is obtained as a result of contraction of exponentiAl and

normal distributions. Integrating P(V) from c to and replacing the integral of

probability by the step functions we obtain

where D is the probability of correct detection with RPN, and y is determined by

f'ormula (5.6.8).

Du~rinp f~ast fluctuations assuviing distribution for the stored signal in anl

cases to be normalt we have

D 1

I1 +2 (5.6.10)

From (5.6.9) &Wn (5. 6.10), it is clear that Dr diminishes with an increase

*of frequency of interferer**,

The critical signal-to-interforenot ratio,0 -orrespcnding to the given probability

of detection$ is increased in the presence of interferen** approxaately In proportion

*to the averap power of interference on the output of the system of intraperiod, pe in-W

ing (qo- I +- 'vri). The saws moreas. of' q also takes place during noise interference..

so that these forms of interferences are approximately equivalent.



For protection from RPJ with great pulse power it is possible to use cutoff

"" of the receiver for the tim of income of the pulse, large as compared with the

pulse of the signal. In this case, the probabilities of false alarm and correct

detection vill decrease by measure of growth of frequency of interference, since

part of the stored pulses of noise or signal with noise falls, due to coincidence

with interference. The number of stored pulses diminishes on the average of (1-pl)

times, where P, is the probability of pulse of signal and interference. In accord-

ance with this, the threshold signal-to-intorference ratio for the period increases

1/V11-pi times. Probability p1 is equal to approximately where,).

and c, are the durations of pulses of signal and interference.

For protection from RPJ, it is possible also to use ordinary circuits of

protection from non-synchronous interferences (delay lines for a period with cascades

9,... of coincidence, et.). In the use of a delay line with a cascade of coincidence, to

"the output of the latter pWass only that pulse, which corresponds to the pulse in

- :. that "am point of the preceding period, due to which the number of pulses of inter.-

forence, appearing in the intervals between p"lses of the signal decreases

times, and accordingly, the froquncy of false alam is lowred.

-5.7. System With Intevzation o1f. RaMs Scanniny-

Sometimes it is sufficient only to establish the fact of the presence of the

target, not indicating the distanceto it. As w noted in Chapter 3, close in

effectiveness to the optimua system of detection In this came is the mnultihannel

system, which compame with the threshold the relation of verisimiiLtude for various

values of distance. In certain camses such & system ca be unjustly coMpcated,.

# In this pararaph we shall consider several sir systs, which in p c
• 4

, can be used for the solution of this problm.

ProbablY, the siePlest and nost evident method of detection of incoherent
pulse signal without determination of -smpitttm of delay is integration of scanning

bIY distance Ostried out throug the output of the video detector (or video

*:i 4,•. .
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.0" amplifier). If the a priori interval of delays eli is less than the period of

repetition, the videoamplifier or IFA is gated with a duration of A1 r The

time constant of the integrator in determined by the duration of the bunch.

* Considering integration during the tins T to be ideal., the detector quadratic.

*and the video amplifier linear,. it is possible to register voltage on the input of

the relay in the form

where At)is the voltage envelope on the output of the system of intraperiod

processing (on output of coordinated IFA., if intrapulse modulation is absent) t

seconds after the beginning of the J-.th period.

Voltuage A,(t) has a spectrum, limited by the transmission band of the system

of intraperiod processing., coinciding with the width of the spectrum of modulation,*

and in accordance with the theorem of V. A. Kotel'nikov,9 can be completely character-

* ized by discrete values in points, distant from each other by I/AIM. Examining

this ciroumstance and considering that in the gate Ar there is a signal from one

target, (5.7.1) can be rewritten in the form

where Aci is the signal envelope with noise in the jth period,,

* Awl is the noise envelope.

AUl n(Af~t-i) of values Awt wre statistically independent and possess

*identical properties. Thereforej, for calculation of dist~ribution p(V), the

*belonizing of Awl to scm period does not have meaningg which is also considered In

the notation (5.7.2)#

The dstriutiv law f 1() ca be eceived by contraction of law for thefit

an Acond components in (5.7.2). The dittributive law of the first component 148

cc~sidered in detail in Section 5.3. The second component is subordinated to chi.

square distribution with 2 n(Aj~t-t) degrees of freedom, (A'., cam be represented

in the for* of the sum of squawesof tine and cosine of the noise canponentsoan

q¼ %'3



the input of the detector, which are independent).

In the case of slow fluctuations, in accordance with (5.3.4), for character-

istic distribution function p(V) we have
, (5.7.3)WN()= it•iiO+I -P

where k AIAx.

From (5.7.3), for an equation of the characteristics of detection analogous to

(5.3.6) we have
K,'.(F)-2, - -(n -•-,)- ,/. ,

2a '(5.7.4)
2nY In

from which it is clear that due to integration of scanning, the threshold signal-to-

noise ratio is increased by V/ yJj= times, at the same value of probability

4i of false alarm.

If the frequency of false alarm is given, the probability of false alarm in a

s system with integration of scanning turns out to be k tmes loes than the probability

for one section in the multichannel system. With real values of k and F, caloulation

of this circumstance leads only to an insignificant deviation from dependence q0(k).

In the case of fast fluctuations with the use of normal approximation, the

equation of characteristics of daetion has the form
D-1-4•*•(t..)..

At q 19 1 the second c-mpe-nt under the radical mq be dsaregarded and for

calculation of q, OW can use the characteristics in Section 5.3, by incresasig the

, threshold value of q. by p"timea.

It is interesting to note that in a aftlar manner, on the nuaber of sections

in distance depends the threshold signal for the system of detection with search.

In search, the number of plses, eted in every section, decreases k time, due

to which q,%V Th. Tus, the system with integration of sanning and the system

with searh turn out to be equivalent. The very sam also take place for, coherent

systems during slow fluctuation of reflected signal taw. (44.26)3$



The effect of integration of scanning in a certain interval of delays frequently

,_ takes place also in a multichannel system (and, in particular, durinrp Visual detec-

tion) due to the contracted band af, of the video amplifier or the insufficient.Ly

high resolving power of the electron-beam tube. In these cases, the interval

is approximately equal to I/A1, or b/l, (b is the diameter of a spot on the screen

of the tube, v. is the speed of scarning). Calculation of the influence of the

mentioned technical errors can be performed with the help of the fornulas received

here.

It is possible to expect that the influence of noise in a system wi th intepra-

tion Of scaning will decrease with the use of a nonlinear video amplifier, in

which the detected signal is limited from telow. Here,

[A'+- I (ia di: ( (5.761)

. where f(x) is equal to sero at x less than the level of limitation of a and equal

to X-a&atx X ýa.

Calculation of the characteristics of detection for that case can be prodiuced

- only in the case of fast fluctuations of signal and interference, using the normal

j approximation. We shall find an expression for the mean value and dispersion of

" magnitude V. Considering that A2k is subordinated to exponential distribution, for

"•" V we easily obtain (with accuracy up to nonessential constant factor)

V=A xp4(x+a)ax~i*(k -j fXpw(x+a)dXr--

"," [V 1+ e +(k1) l-

*:• Just as simply is caloulated dispersion of random variable V without a signal

, from the target.

V,-,•nk.(27.)

Using formuil (5.7.7) and (5.7.8) and considering the law of distribution for

V to be normal, it is easy to receive the following equation for threshold suinal-to-
,tI,.

So'I.. -



noise rat.io q, corresponding to a 50% probability of detection:

"(I' q) e e q V2 - e

whe'e q is the signal-to-noise ratio, corresponding to D 0.5 without, limiLaLi,

p.'-: (a 0). When q<l, the value of a, ensuring minimum q, turns out to be equa. t.o

zero.

When q,3 1 and q>1

2.. q t q e--e- 9 (5.7.10)

from which it is clear that q monotonically diminishes with increase of a. The

s•rme result is also given by graphical solution of the equation. It shows that the

. n,,w-il. •poroximation is impossible to use for determination of optimum level of a.

iI-e f'act Lhat this level exists is clear from physical considerations: with un-

:,.. iimi.ed increase of a even at the level of operation, equal to the level ci

.. (.a....., the probability of detection should infinitely diminish. Here, the

,'c 3•~ S • of application of the normal approximation are executed poor-ly, since

"-ore )ectrs a number of components different than zero in (5.7.6). Aoparentiy,

•''st i opt ].mum of a has a magnitude of the order q and is increased by meozure of

-.rease of the number of pulses n. A corresponding gain in the threuhold signal-

-, so matio cun b1 approximately calculated by the formula (5.7.10). The

,'i "V.•:, & -Ilut the accurate value of the optimum and manitude or gain, due to

L.s ,hn simplest of all, apparently, in every separate case to solve

tbiae-resistance of the system with integration of scanning in referenc'e tt nlie

'4V'• •ind rand#m pulse jamming is determined, as is simple to be convinced of, by the s.ame

.,x: relationships as in the case of a system with accumulation of squares of envelopes.

. Introduction of limitation from below in no my, obviously, affects the noise-

:' | resistances in reference to random pulse Jaming, inasmuch as the level of limitation

1, t less than the amplitude of pulses of the interference.

Apnroximately the saa results will be obtained, obviously, it ir•ed of the

S, ,3%? -S. •%



constant component of detected voltage, released during integration of scanning, we

use some harmonic of frequency of repetition, released with the help of a filter.

The signal-to-noise ratio for these harmonics turns out to be, in the case of a

coordinated filter of intraperiod processing, equal to the signal-to-noise ratio

on the zero harmonic.

5.8. System of Detection with Binary Accumulation of Signal

For accumulation of a signal in large time intervals, analog integrators, on

the strength of a number of deficiencies inherent to them, turn out to be not wholly

useful. In order to carry out accumlation with the help of a digital device, it

is necessary first of all to convert all detected voltage into a number. Here,

inasmuch as the number of digits in a digital installation is limited, there in-

evitably takes place replacement of voltage by the nearest of possible numbers, i.e.,,

quantization.

The siMplest cAMe of quantitation is quantization by two levels of 0.1, which

is carried out, for example, by mans of feeding a video sigra, selected in the

appropriate way a&cording to distance, on a relay with one steady state. The total

, number of standardised pulses obtained, during the tim or 'observation T -nTr (n

, is the number of periods of durtion Tr) .is calculated and is compared to the

threshold k, exceeding of which indicates the presence of a target. :As showed the

simulation (75), such a method of processing quantized signals ensures, along with

detection, sufficiently accurate location of a bunch of pulses, reflected from the

target.,

The main probbem connected with binary acoumulation, is the comparison of it with

the analog type. It is also interesting to note the question of in wat degree

are the operations, carried out in this case an the quantized pulses, near to

optimm..

%I We shall Constitute the relation of verisimilitude for quantized signals. IFor
* . h" : .

* *,•,-



t hat,, let us consider at first a sequence of pulses with fixed amplitudes, which

correspond to signal-to-noise ratio q, .... q,. For realization, consisting of v

ones and n - v seroes, the relation of verisimilitude in this case is recorded in

Qthe form A~.b..q) i*pq.aA 'q 0.) -a) --p(, a) (

- p(qi. a) is the probability of exceeding the threshold of quantization a

o.of the signal envelope with noise at- signal-to-noise ratio q,.

The first product in (5.8.1) is taken for all periods, in which there appeared

a one, and. .the second product-for all remaining periods.

The relation of varisimilitude for a fluctuating 3ignuml can be received by

w (r.8.1) for all q(iI,..,W )

-A(Y) P(9",-'"q*)Ay;q,,...,q ..dq (5.8.2)

'. the case of slow fluctuations 4ith probability one and relation of

vori~riAueq~,..~q
+S+~~ ~ ..... p (Q P 9) a•) (4l~ '•-~' dP-a,.(..)

'Phe relation of verisisILLtAde A(M) is a monotonically increasing function of

thi-t namber of nies v. comparison of which with the threshold, carri• d out during

.narv a.ou-m..tion, is the optimm for this ASe of operation. An analogous

r vesul.t, is obtainod, if pulses of the signal fluctuate independently. Here,

NO A(y)=,.4m))-.1|'1--.fe , (068-4)

*J : where 7 .
'POW. d A• (.8.5) .

Tn acas",ite-me.at- "'' .

Tna c o intermiate betwen very slow and very fast fluctuations Atu)

. tpenrs not onl on the nlWr of onesi, but also on their distibat.ionin oeene.

hias result is not sudden. Fron qualotative considerations it is quito cla that

at & 'suffiOiently large signal-to-noise ratio q# the ones in the isqumncsi shoud

Vith jreaý probability be arrangod in roupas, the duration of which is detaerined

77 f;
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"by the time of correlation of fluctuations. Calculation of A(y) for that inter-

mediate case is connected with significant difficulties.

Calculation of characteristics of detection, corresponding to binary accumulation,

comparatively simply is conducted for the case of independent pulses. Here, the

number of ones is subordinated to binomial law and for probabilities of correct

detection and false alarm, we have,

wm

Excluding k from here, we can find dependence D(F, q, a) and, maxisiiz D

(minimising q), by a-optima magnitude of threshold of quantisation and correspon-

diang value of k. The rever" can be done: express a by F and find the optimm value

of k. The necessa7 calculationa can onl be done nmerically.

Dependence qo (Fj, D, k) for independently fluctuating pubses abewdwse

considered in Chapter 4 in eoamotion with the problem of survewy. In Fig. 4.18,

dependence qO (k) is shumn ghiay for various D and F 10W , n' 10. frt=

. the graph, it is calea that dependene qa (k) is nea oOU", lying. in the

vicinity of 3-5v, and is rather Weak Theoptimuvalue-of p(O, a) is2-10

2-10~ Lose an t~anred with Wanal accumUlaton, 416 sAOW the campA iOw at.

corresponding, curves -in Fig. 4.18 wad $.10.i 1. 5-i.7 db.

In the case, when n ,t, an ;1J 1, it is sibls to us, for•caoulation

"".of characteristics of detection, theoaiwa approxoimation. he mn Value am .

dispersion of acolwuultod voltage ane doteromnd- ti formulas
- .~p .(q, a).

-sp's i(q. ), (5.8)

,here p 4(,,,,) Is the jot. Aitr•bUtion of squae, of envelope. of thel.baotuAt .:-

-signal kith i-th andk-t riods (2 .(),4.44))

*-¥ .* -";
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Wshall use decomposition of PA (r5 r, in series according to Laguerre

polynomials'

(5.8.9

where v is.the porof noise onoutput ofthe detector,

is the coefficient of intezperiod correation of tot.ality of signal and noise on

input of detector,,

q is the signalmotoaflise ratio.

#(- ) is the coefficient of oomwlaticua of signal fluctuations.

We shall memo that

By substituting. (5.449)4 (5.9.10) -in (5.8.8)t obtain

Velma*

The sat"e (5.80,u) a *nver&es qiuekJr and @in be wsed in pretIsa .luZtim

The irslts of such o Jtion -are..pesne in -ftg. 5.63 in the 'tam 4f dp ec

af a"~ %6w Oouns~09# A1,f. m 10. As ems b ee amrom the gqb* the.

* lsS case ~ tamatatM1* @~a3,byi blosvyp Is- lincwesd with
* h gu~ fa mwthe aett fti Imcrease gredually 42dimiises

wCaluiatich 'a. hAGNeterlsUes eo~poftgg to, binay sia*ondin

slo4W tloctuationt MW be+ Mintted awetaging, ay OtheSMIAoas retic', the

chsacteristio of detetin.ora. r48s4a 41061 Cs"s(5.8,6) . TIM 2ttwo 4pite

indean ctns4e1e where it showe that th PtW~ -is, .sgnituf

Z. Ago

P11 .



of threshold of quantisation in the case of a regular signal also is hardly critical.

Magnitude a is proposed to selo, i by proceeding from the condition p (0, a) ,O, 1.

Here, the loss in the signal-to-noise ratio as compared with analog accumulation is

:-1.5 - 2 db. Averaging of characteristics, corresponding to the regular signal, in

the magnitude of the signal-to-noise ratio can only be done nurically.

4*

Fig. 5.3. Change of Ioaa in distance due
- to replacement of analog accumulation by

binary, depending upon number of stored
pulses.

in Fig. 5.3 is shown the calculated dependence ofeon n when I

5and D -0.9. Comparison of curves of this figare shows that the loss of binary

accumulation grows with the increase of Af.T.

The available-results Of compnion of system of detection with binary and

analog accumulation of detected pulses s~how that. binary accumulation gives, in

goneral, an unessential loss and can bej, with succeas, used in cases, when realiza-

tion of the system with analog accumulation encounters technical difficulties.

Binary sumation may, obviously, be used also for accumulation of a detected

signal- in systems of detection of coherent signal. Here, qotifstion shoul be

carried out by amplitude and by ti~ii. The interval of quantization in t~ms should

be small as compared with the tim constant of the pro-detector narrow-bad filter.

5.9. conolusiorn

Comparison of coherent and i scoherent systems of detection shows that

incoherent system frequently have signitioant loss in distance, In the-most

e.,- -



. typical case of slow fluctuations of target, this loss grows with the increase of

number n of stored pulses approximately as •. Only in the case of independently

fluctuating pulses of a signal when coherent Joint processing of these pulses is

impossible, there is no loss. Hence, follows the expediency of transition to the

use of coherent systems of detection in those radar stations, for which such transi-

tion technically is possible.

In the solution of this question, one should consider that transition to

coherent detection requires introduction, to the receiver of the radar set, usually

of a very significant number of channels, detunned by Doppler frequency and covering

a priori interval of frequencies (see Chapter 4). In incoherent systems, the

multichannel effect in speed is usually absent, inasmuch as Doppler frequency turns

. out to be low as compared with the width of the spectrum of the pulse. In certain

systems, the shown complication of the receiver turns out to be impermissible and

for them incoherent signal processing is more acceptable.

With the incoherent signal, the system of d~tection should be multichannel

with respect to distance, i.e., it should ensure independent accumulation and

comparison with threshold of signals, arriving from various distances. Analysis of

the system with integration of scanning, conducted in this chapter, showmd that the

abandonment of the multichannel effect entails an essential lose in the free-space

ranges. For construction of a multichannel receiver storing devicesl an be used of

the potentialescope type or delay lines with feedback, or blocks of gated amplifiers,

the gates of which are detunned with respect to distance, with subsequent analog or

binary accumulat.on. In the last case, accumulation an bw carried out with the

use of computers.

Loss with respect to dstance, due to binary accumulation apon correct saection

of threshold of the standaz'dising device, turns out to be comparativl~y mall

V(10 - 15%).

For decaese of number of channels with respect to distance, as with the
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coherent signal, it is possible to use an increase of resolving power up to that

required after detection, for example, by means of connecting intrapulse modulaton.

During slow fluctuation of reflected signal, for increase of range simultaneous

"or alternate operation can be used on several carrier frequencies, and also, an

increase of frequency of survey (subdivision of time, used for detection, in indepen-

dently fluctuating cycles). For obtaining a gain in distance, near to maximum, in

"each of these cases it is usually sufficient to take 2 to 5 operating frequencies

(cycles of survey). The biggest gain is obtained with the use of retuning of

frequency with accumulation of results of processing separate pulses during the time

of observation. For example, at 5 alternately utilized carrier frequencies, the

free-space range with probability 0.9 is increased by 1.5 times.

*. Calculation of the possible presence of active interferences, as in the case of

coherent signal, should, apparently, be produced with the help of additional

devices introduced in the receiver for protection from interferences, connected upon

appearance of any form of interference.

"For protection from random pulse jamming, it is possible to apply selection of

pulses by amplitude or by frequency of sequence. On the whole, the noise-resistance

of incoherent systems of detection is significantly lower than coherent ones. This

especijlli refers to passive interferences, for protection from which with an in-

(,oherr•nt signal only the system with external coherence can be used, which was

considered in the preceding chapter.

Tn spite of the abundance of incoherent systems of detection, soe of the

probl:ems connected with these systems remain unsolved or are not solved until the

* end. In particular, there are no sufficiently full results on the characteristics

of binary accumulations, concerning selection of thresholds of the standardising

cuicade and relay and considering the presence and character ut fluctuations of a

Suseful siAnal. This problem obtained at present a large meaning in connection with

"the wide use of digital technolog in system of processing radar data. Its

solution is connected with large calculating ditficulties, the surmounting of which

. .'*



will demand, apparently, the use of high speed computers.

Some interest is also represented by the investigation of characteristics of

detection for optimum processing of an incoherent signal in those cases (see Section

5.2), when it does not coincide with accumulation of 3quares of envelopes. Apparent-

ly, such consideration is simple to make for a small number of stored pulses (for

example, n = 2). Very desirable also is the stricter comparison of characteristics

of detection with linear and square-law detectors. We enumerated typically

"incoherent" problems. Furthermore, a number of unsolved probl~ems, enumerated in

the conclusion of Chapters 3 and 4, is common for coherent and incoherent signals.

Here is the problem of optimum survey and target search, the problem of detection of

nongaussian signal for the e.ase, when it is impossible to disregard the problem

! @of detection of a target on trajectories with the use of a memory from cycle to

cycle, etc.
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